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Chapter 12

Vectors and the Geometry of
Space

12.1 Three-Dimensional Coordinate Systems

792 CHAPTER 12  Vectors and the Geometry of Space

3D Space
To locate a point in a plane, we need two numbers. We know that any point in the plane 
can be represented as an ordered pair sa, bd of real numbers, where a is the x-coordinate 
and b is the y-coordinate. For this reason, a plane is called two-dimensional. To locate a 
point in space, three numbers are required. We represent any point in space by an ordered 
triple sa, b, cd of real numbers.

In order to represent points in space, we first choose a fixed point O (the origin) and  
three directed lines through O that are perpendicular to each other, called the coordinate 
axes and labeled the x-axis, y-axis, and z-axis. Usually we think of the x- and y-axes as 
being horizontal and the z-axis as being vertical, and we draw the orientation of the axes  
as in Figure 1. The direction of the z-axis is determined by the right-hand rule as illus- 
trated in Figure 2: If you curl the fingers of your right hand around the z-axis in the direc-
tion of a 90° counterclockwise rotation from the positive x-axis to the positive y-axis, 
then your thumb points in the positive direction of the z-axis.

The three coordinate axes determine the three coordinate planes illustrated in Fig- 
ure 3(a). The xy-plane is the plane that contains the x- and y-axes; the yz-plane contains  
the y- and z-axes; the xz-plane contains the x- and z-axes. These three coordinate planes 
divide space into eight parts, called octants. The first octant, in the foreground, is deter-
mined by the positive axes.
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Because many people have some difficulty visualizing diagrams of three-dimensional 
figures, you may find it helpful to do the following [see Figure 3(b)]. Look at any bottom 
corner of a room and call the corner the origin. The wall on your left is in the xz-plane, 
the wall on your right is in the yz-plane, and the floor is in the xy-plane. The x-axis runs 
along the intersection of the floor and the left wall. The y-axis runs along the intersection 
of the floor and the right wall. The z-axis runs up from the floor toward the ceiling along 
the intersection of the two walls. You are situated in the first octant, and you can now 
imagine seven other rooms situated in the other seven octants (three on the same floor 
and four on the floor below), all connected by the common corner point O.

Now if P is any point in space, let a be the (directed) distance from the yz-plane to P,  
let b be the distance from the xz-plane to P, and let c be the distance from the xy-plane to  
P. We represent the point P by the ordered triple sa, b, cd of real numbers and we call  
a, b, and c the coordinates of P; a is the x-coordinate, b is the y-coordinate, and c is the  
z-coordinate. Thus, to locate the point sa, b, cd, we can start at the origin O and move  
a units along the x-axis, then b units parallel to the y-axis, and then c units parallel to the  
z-axis as in Figure 4.
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Definition 12.1.1. The coordinate axes are three directed lines
through the origin that are perpendicular to each other and la-
beled the x-axis, y-axis, and z-axis. The direction of the z-axis
is determined by the right-hand rule as illustrated in the figure.
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Definition 12.1.2. The three coordinate axes determine the
three coordinate planes illustrated in the figure. These three
coordinate planes divide space into eight parts, called octants.
The first octant, in the foreground of the figure, is determined
by the positive axes.

Definition 12.1.3. We represent a point P in space by the or-
dered triple (a, b, c) where a is the distance from the yz-plane to
P , b is the distance from the xz-plane to P , and c is the distance
from the xy-plane to P . We call a, b, and c the coordinates of P .
The points (a, b, 0), (0, b, c), and (a, 0, c) are called the projections of P onto
the xy-plane, yz-plane, and xz-plane, respectively.

Definition 12.1.4. The Cartesian product R×R×R = {(x, y, z) | x, y, z ∈ R}
is the set of all ordered triples of real numbers and is denoted by R3. It is
called a three-dimensional rectangular coordinate system.

1
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Example 1. What surfaces in R3 are represented by the following equations?

(a) z = 3

(b) y = 5

Example 2. (a) Which points (x, y, z) satisfy the equations

x2 + y2 = 1 and z = 3?

(b) What does the equation x2 + y2 = 1 represent as a surface in R3?

2
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Example 3. Describe and sketch the surface in R3 represented by the equation
y = x.

Theorem 12.1.1 (Distance Formula in Three Dimensions). The distance
|P1P2| between the points P1(x1, y1, z1) and P2(x2, y2, z2) is

|P1P2| =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2

Example 4. Find the distance from the point P (2,−1, 7) to the pointQ(1,−3, 5).

Example 5. Find an equation of a sphere with radius r and center C(h, k, l).

3
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Example 6. Show that x2 + y2 + z2 + 4x − 6y + 2z + 6 = 0 is the equation
of a sphere, and find its center and radius.

Example 7. What region in R3 is represented by the following inequalities?

1 ≤ x2 + y2 + z2 ≤ 4 z ≤ 0.

4
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12.2 Vectors

798 CHAPTER 12  Vectors and the Geometry of Space

The term vector is used by scientists to indicate a quantity (such as displacement or 
velocity or force) that has both magnitude and direction. A vector is often represented by 
an arrow or a directed line segment. The length of the arrow represents the magnitude of 
the vector and the arrow points in the direction of the vector. We denote a vector by print-
ing a letter in boldface svd or by putting an arrow above the letter svld.

For instance, suppose a particle moves along a line segment from point A to point B. The 
corresponding displacement vector v, shown in Figure 1, has initial point A (the tail)

and terminal point B (the tip) and we indicate this by writing v − AB
l

. Notice that the 

vector u − CD
l

 has the same length and the same direction as v even though it is in a 
different position. We say that u and v are equivalent (or equal) and we write u − v. 
The zero vector, denoted by 0, has length 0. It is the only vector with no specific direction.

Combining Vectors
Suppose a particle moves from A to B, so its displacement vector is AB

l
. Then the particle 

changes direction and moves from B to C, with displacement vector BC
l

 as in Figure 2. 
The combined effect of these displacements is that the particle has moved from A to C. 
The resulting displacement vector AC

l
 is called the sum of AB

l
 and BC

l
 and we write

AC
l

− AB
l

1 BC
l

In general, if we start with vectors u and v, we first move v so that its tail coincides 
with the tip of u and define the sum of u and v as follows.

Definition of Vector Addition  If u and v are vectors positioned so the initial 
point of v is at the terminal point of u, then the sum u 1 v is the vector from the 
initial point of u to the terminal point of v.

The definition of vector addition is illustrated in Figure 3. You can see why this defi-
nition is sometimes called the Triangle Law.

vu+v

u

FIGURE 3  
The Triangle Law     

v
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u

u
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u+v

FIGURE 4  
The Parallelogram Law

In Figure 4 we start with the same vectors u and v as in Figure 3 and draw another  
copy of v with the same initial point as u. Completing the parallelogram, we see that 
u 1 v − v 1 u. This also gives another way to construct the sum: if we place u and v so 
they start at the same point, then u 1 v lies along the diagonal of the parallelogram with 
u and v as sides. (This is called the Parallelogram Law.)

EXAMPLE 1 Draw the sum of the vectors a and b shown in Figure 5.

SOLUTION First we move b and place its tail at the tip of a, being careful to draw a 
copy of b that has the same length and direction. Then we draw the vector a 1 b [see 
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Definition 12.2.1. A vector is a quantity that has both mag-
nitude and direction, denoted v or ~v. For a particle that moves
along a line segment from point A to point B, the correspond-
ing displacement vector, shown in the figure, has initial point A

and terminal point B and we indicate this by writing v =
−→
AB.

Because the vector u =
−−→
CD has the same length and the same

direction as v, even though it is in a different position, we say that u and v
are equivalent (or equal) and we write u = v. The zero vector, denoted by 0
has length 0.

Definition 12.2.2 (Vector Addition). If u and v are vectors positioned so
the initial point of v is at the terminal point of u, then the sum u + v is the
vector from the initial point of u to the terminal point of v.
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Example 1. Draw the sum of the vectors a and b shown in the
figure.

Definition 12.2.3 (Scalar Multiplication). If c is a scalar and v is a vector,
then the scalar multiple cv is the vector whose length is |c| times the length of
v and whose direction is the same as v if c > 0 and is opposite to v if c < 0.
If c = 0 or v = 0, then cv = 0.

Definition 12.2.4. Two nonzero vectors are parallel if they are scalar multi-
ples of one another. In particular, the vector −v = (−1)v, called the negative
of v, has the same length as v but points in the opposite direction. By the
difference u− v of two vectors we mean

u− v = u + (−v).

5
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EXAMPLE 2 If a and b are the vectors shown in Figure 9, draw a 2 2b.

SOLUTION We first draw the vector 22b pointing in the direction opposite to b and 
twice as long. We place it with its tail at the tip of a and then use the Triangle Law to 
draw a 1 s22bd as in Figure 10. n

Components
For some purposes it’s best to introduce a coordinate system and treat vectors algebra- 
ically. If we place the initial point of a vector a at the origin of a rectangular coordinate  
system, then the terminal point of a has coordinates of the form sa1, a2d or sa1, a2, a3d, 
depending on whether our coordinate system is two- or three-dimensional (see Figure 11). 
These coordinates are called the components of a and we write

a − ka1, a2 l       or      a − ka1, a2, a3 l

We use the notation ka1, a2l for the ordered pair that refers to a vector so as not to confuse 
it with the ordered pair sa1, a2d that refers to a point in the plane.

a=ka¡, a™l a=ka¡, a™, a£l

(a¡, a™)

O

y

x

a

z

x y

a
O

(a¡, a™, a£)

For instance, the vectors shown in Figure 12 are all equivalent to the vector OP
l

− k3, 2l 
whose terminal point is Ps3, 2d. What they have in common is that the terminal point 
is reached from the initial point by a displacement of three units to the right and two 
upward. We can think of all these geometric vectors as representations of the algebraic 
vector a − k3,  2l. The particular representation OP

l
 from the origin to the point Ps3, 2d 

is called the position vector of the point P.
In three dimensions, the vector a − OP

l
− ka1, a2, a3l is the position vector of the  

point Psa1, a2, a3d. (See Figure 13.) Let’s consider any other representation AB
l

 of a, 
where the initial point is Asx1, y1, z1d and the terminal point is Bsx2, y2, z2 d. Then we must 
have x1 1 a1 − x2, y1 1 a2 − y2, and z1 1 a3 − z2 and so a1 − x2 2 x1, a2 − y2 2 y1, 
and a3 − z2 2 z1. Thus we have the following result.

1  Given the points Asx1, y1, z1d and Bsx2, y2, z2 d, the vector a with represen-

tation AB
l

 is

a − kx2 2 x1, y2 2 y1, z2 2 z1l

EXAMPLE 3 Find the vector represented by the directed line segment with initial  
point As2, 23, 4) and terminal point Bs22, 1, 1d.

SOLUTION By (1), the vector corresponding to AB
l

 is

 a −  k22 2 2, 1 2 s23d, 1 2 4l −  k24, 4, 23l n
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Representations of a − k3,  2l
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FIGURE 13  
Representations of a − ka1, a2, a3l
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Example 2. If a and b are the vectors shown in the figure, draw
a− 2b.

Definition 12.2.5. If we place the initial point of a vector a at the origin of a
rectangular coordinate system, then the terminal point of a has coordinates of
the form (a1, a2) or (a1, a2, a3). These coordinates are called the components
of a and we write

a = 〈a1, a2〉 or a = 〈a1, a2, a3〉.

The representation of a vector from the origin to a point is called the position
vector of the point.

Theorem 12.2.1. Given the points A(x1, y1, z1) and B(x2, y2, z2), the vector

a with representation
−→
AB is

a = 〈x2 − x1, y2 − y1, z2 − z1〉.

Proof. The vector a =
−→
OP = 〈a1, a2, a3〉 is the position vector of the point

P (a1, a2, a3). If
−→
AB is another representation of a, where the initial point is

A(x1, y1, z1) and the terminal point is B(x2, y2, z2), then we must have x1+a1 =
x2, y1 + a2 = y2, and z1 + a3 = z2. Therefore, a1 = x2 − x1, a2 = y2 − y1, and
a3 = z2 − z1.

Example 3. Find the vector represented by the directed line segment with
initial point A(2,−3, 4) and terminal point B(−2, 1, 1).

6



Multivariable Calculus - Vectors 2019-2020

Definition 12.2.6. The magnitude or length of the vector v is the length of
any of its representations and is denoted by the symbol |v| or ‖v‖.

Theorem 12.2.2. The length of the two-dimensional vector a = 〈a1, a2〉 is

|a| =
√
a2

1 + a2
2.

The length of the three-dimensional vector a = 〈a1, a2, a3〉 is

|a| =
√
a2

1 + a2
2 + a2

3.

Theorem 12.2.3. If a = 〈a1, a2〉 and b = 〈b1, b2〉, then

a + b = 〈a1 + b1, a2 + b2〉 a− b = 〈a1 − b1, a2 − b2〉

and
ca = 〈ca1, ca2〉

for a scalar c. Similarly, for three-dimensional vectors,

〈a1, a2, a3〉+ 〈b1, b2, b3〉 = 〈a1 + b1, a2 + b2, a3 + b3〉
〈a1, a2, a3〉 − 〈b1, b2, b3〉 = 〈a1 − b1, a2 − b2, a3 − b3〉

c〈a1, a2, a3〉 = 〈ca1, ca2, ca3〉.

Example 4. If a = 〈4, 0, 3〉 and b = 〈−2, 1, 5〉, find |a| and the vectors a + b,
a− b, 3b, and 2a + 5b.

7
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Definition 12.2.7. We denote by V2 the set of all two-dimensional vectors
and by V3 the set of all three-dimensional vectors. More generally, we denote
by Vn the set of all n-dimensional vectors. An n-dimensional vector is an
ordered n-tuple:

a = 〈a1, a2, . . . , an〉

where a1, a2, . . . , an are real numbers that are called the components of a.
Addition and scalar multiplication are defined in terms of components just as
for the cases n = 2 and n = 3.

Theorem 12.2.4 (Properties of Vectors). If a, b, and c are vectors in Vn and
c and d are scalars, then

a + b = b + atsk. a + (b + c) = (a + b) + ctsk.

a + 0 = atsk. a + (−a) = 0tsk.

c(a + b) = ca + cbtsk. (c+ d)a = ca + datsk.

(cd)a = c(da)tsk. 1a = atsk.

Definition 12.2.8. The vectors

i = 〈1, 0, 0〉 j = 〈0, 1, 0〉 k = 〈0, 0, 1〉

are called the standard basis vectors. They have length 1 and point in the
directions of the positive x-, y-, and z-axes. Similarly, in two dimensions we
define i = 〈1, 0〉 and j = 〈0, 1〉.

Theorem 12.2.5. Any vector in V3 can be expressed in terms of i, j, and k.
Similarly, any vector in V2 can be expressed in terms of i and j.

Proof. If a = 〈a1, a2, a3〉, then we can write

a = 〈a1, a2, a3〉 = 〈a1, 0, 0〉+ 〈0, a2, 0〉+ 〈0, 0, a3〉
= a1〈1, 0, 0〉+ a2〈0, 1, 0〉+ a3〈0, 0, 1〉
= a1i + a2j + a3k.

Similarly, in two dimensions, we can write

a = 〈a1, a2〉 = a1i + a2j.

8
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Example 5. If a = i + 2j − 3k and b = 4i + 7k, express the vector 2a + 3b
in terms of i, j, and k.

Definition 12.2.9. A unit vector is a vector whose length is 1. For instance,
i, j, and k are all unit vectors.

Theorem 12.2.6. In general, if a 6= 0, then the unit vector that has the same
direction as a is

u =
1

|a|
a =

a

|a|
.

Proof. Let c = 1/|a|. Then u = ca and c is a positive scalar, so u has the
same direction as a. Also

|u| = |ca| = |c||a| = 1

|a|
|a| = 1.

Example 6. Find the unit vector in the direction of the vector 2i− j− 2k.

9
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Definition 12.2.10. A force is represented by a vector because it has both a
magnitude (measured in pounds or newtons) and a direction. If several forces
are acting on an object, the resultant force experienced by the object is the
vector sum of these forces.

Example 7. A 100-lb weight hangs from two wires as shown in the figure.
Find the tensions (forces) T1 and T2 in both wires and the magnitudes of the
tensions.

804 CHAPTER 12  Vectors and the Geometry of Space

EXAMPLE 7 A 100-lb weight hangs from two wires as shown in Figure 19. Find the 
tensions (forces) T1 and T2 in both wires and the magnitudes of the tensions.

50°

w

T¡
50° 32°

32°

T™

100

T¡

50° 32°

T™

SOLUTION We first express T1 and T2 in terms of their horizontal and vertical compo-
nents. From Figure 20 we see that

5    T1 − 2| T1 | cos 50° i 1 | T1 | sin 50° j

6    T2 − | T2 | cos 32° i 1 | T2 | sin 32° j

The resultant T1 1 T2 of the tensions counterbalances the weight w − 2100 j and so 
we must have

T1 1 T2 − 2w − 100 j

Thus

(2| T1 | cos 50° 1 | T2 | cos 32°) i 1 (| T1 | sin 50° 1 | T2 | sin 32°) j − 100 j

Equating components, we get

 2| T1 | cos 50° 1 | T2 | cos 32° − 0

 | T1 | sin 50° 1 | T2 | sin 32° − 100

Solving the first of these equations for | T2 | and substituting into the second, we get

 | T1 | sin 50° 1 | T1| cos 50°
cos 32°

 sin 32° − 100

 | T1 | Ssin 50° 1 cos 50° 
sin 32°
cos 32°

 D − 100

So the magnitudes of the tensions are

 | T1 | −
100

sin 50° 1 tan 32° cos 50°
< 85.64 lb

and  | T2 | − | T1 | cos 50°
cos 32°

< 64.91 lb

Substituting these values in (5) and (6), we obtain the tension vectors

  T1 < 255.05 i 1 65.60 j

  T2 < 55.05 i 1 34.40 j  n

FIGURE 19
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100
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FIGURE 20
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12.3 The Dot Product

Definition 12.3.1. If a = 〈a1, a2, a3〉 and b = 〈b1, b2, b3〉, then the dot product
of a and b is the number a · b given by

a · b = a1b1 + a2b2 + a3b3

and similarly
〈a1, a2〉 · 〈b1, b2〉 = a1b1 + a2b2

for two-dimensional vectors.

Example 1. Compute the following dot products:

(a) 〈2, 4〉 · 〈3,−1〉

(b) 〈−1, 7, 4〉 · 〈6, 2,−1
2
〉

(c) (i + 2j− 3k) · (2j− k)

Theorem 12.3.1 (Properties of the Dot Product). If a, b, and c are vectors
in V3 and c is a scalar, then

a · a = |a|2tsk. a · b = b · atsk.

a · (b + c) = a · b + a · ctsk. (ca) · (b) = c(a · b) = a · (cb)tsk.

0 · a = 0tsk.

Theorem 12.3.2. If θ is the angle between the vectors a and b, then

a · b = |a||b| cos θ.

808 CHAPTER 12  Vectors and the Geometry of Space

These properties are easily proved using Definition 1. For instance, here are the proofs 
of Properties 1 and 3:

1. a ? a − a2
1 1 a2

2 1 a2
3 − | a |2

3.  a ? sb 1 cd − ka1, a2, a3l ? kb1 1 c1, b2 1 c2, b3 1 c3l

  − a1sb1 1 c1d 1 a2sb2 1 c2d 1 a3sb3 1 c3d

  − a1b1 1 a1c1 1 a2b2 1 a2c2 1 a3b3 1 a3c3

  − sa1b1 1 a2b2 1 a3b3d 1 sa1c1 1 a2c2 1 a3c3 d

  − a ? b 1 a ? c

The proofs of the remaining properties are left as exercises. ■

The dot product a ? b can be given a geometric interpretation in terms of the angle ! 
between a and b, which is defined to be the angle between the representations of a and  
b that start at the origin, where 0 < ! < ". In other words, ! is the angle between the 
line segments OA

l
 and OB

l
 in Figure 1. Note that if a and b are parallel vectors, then 

! − 0 or ! − ".
The formula in the following theorem is used by physicists as the definition of the dot 

product.

3  Theorem If ! is the angle between the vectors a and b, then

a ? b − | a | | b | cos !

PROOF If we apply the Law of Cosines to triangle OAB in Figure 1, we get

4  | AB |2 − | OA |2 1 | OB |2 2 2 | OA | | OB | cos !

(Observe that the Law of Cosines still applies in the limiting cases when ! − 0 or ", or 
a − 0 or b − 0.) But | OA | − | a |, | OB | − | b |, and | AB | − | a 2 b |, so Equation 4 
becomes

5  | a 2 b |2 − | a |2 1 | b |2 2 2 | a | | b | cos !

Using Properties 1, 2, and 3 of the dot product, we can rewrite the left side of this 
equation as follows:

 | a 2 b |2 − sa 2 bd ? sa 2 bd

 − a ? a 2 a ? b 2 b ? a 1 b ? b

 − | a |2 2 2a ? b 1 | b |2

Therefore Equation 5 gives

 | a |2 2 2a ? b 1 | b |2 − | a |2 1 | b |2 2 2 | a | | b | cos !

Thus  22a ? b − 22 | a | | b | cos !

or  a ? b − | a | | b | cos !  ■

z

x y

a
¨
b

a-b
B

O
A

FIGURE 1
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Proof. If we apply the Law of Cosines to triangle OAB in the
figure, we get

|AB|2 = |OA|2 + |OB|2 − 2|OA||OB| cos θ

|a− b|2 = |a|2 + |b|2 − 2|a||b| cos θ

(a− b) · (a− b) = |a|2 + |b|2 − 2|a||b| cos θ

a · a− a · b− b · a + b · b = |a|2 + |b|2 − 2|a||b| cos θ

|a|2 − 2a · b + |b|2 = |a|2 + |b|2 − 2|a||b| cos θ

−2a · b = −2|a||b| cos θ

a · b = |a||b| cos θ

11
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Example 2. If the vectors a and b have lengths 4 and 6, and the angle
between them is π/3, find a · b.

Corollary 12.3.1. If θ is the angle between the nonzero vectors a and b, then

cos θ =
a · b
|a||b|

.

Example 3. Find the angle between the vectors a = 〈2, 2,−1〉 and b =
〈5,−3, 2〉.

Definition 12.3.2. Two nonzero vectors a and b are called perpendicular
or orthogonal if the angle between them is θ = π/2. The zero vector 0 is
considered to be perpendicular to all vectors.

Theorem 12.3.3. Two vectors a and b are orthogonal if and only if a ·b = 0.

Proof. If θ = π/2, then

a · b = |a||b| cos(π/2) = 0.

Conversely, if a · b = 0, then cos θ = 0, so θ = π/2.

12
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Example 4. Show that 2i + 2j− k is perpendicular to 5i− 4j + 2k.

810 CHAPTER 12  Vectors and the Geometry of Space

Because cos ! . 0 if 0 < ! , "y2 and cos ! , 0 if "y2 , ! < ", we see that 
a ? b is positive for ! , "y2 and negative for ! . "y2. We can think of a ? b as mea-
suring the extent to which a and b point in the same direction. The dot product a ? b is 
positive if a and b point in the same general direction, 0 if they are perpendicular, and 
negative if they point in generally opposite directions (see Figure 2). In the extreme case 
where a and b point in exactly the same direction, we have ! − 0, so cos ! − 1 and

a ? b − | a | | b |
If a and b point in exactly opposite directions, then we have ! − " and so cos ! − 21 
and a ? b − 2| a | | b |.

Direction Angles and Direction Cosines
The direction angles of a nonzero vector a are the angles #, $, and % (in the interval 
f0, "gd that a makes with the positive x-, y-, and z-axes, respectively. (See Figure 3.)

The cosines of these direction angles, cos #, cos $, and cos %, are called the direction 
cosines of the vector a. Using Corollary 6 with b replaced by i, we obtain

8  cos # −
a ? i

| a | | i | −
a1

| a |
(This can also be seen directly from Figure 3.)

Similarly, we also have

9  cos $ −
a2

| a |       cos % −
a3

| a |
By squaring the expressions in Equations 8 and 9 and adding, we see that

10  cos2# 1 cos2$ 1 cos2% − 1

We can also use Equations 8 and 9 to write

 a − k a1, a2, a3 l − k | a | cos #, |a | cos $, |a | cos % l

 − | a |kcos #, cos $, cos %l

Therefore

11  
1

| a |  a − k cos #, cos $, cos % l

which says that the direction cosines of a are the components of the unit vector in the 
direction of a.

EXAMPLE 5 Find the direction angles of the vector a − k 1, 2, 3 l.

SOLUTION Since | a | − s12 1 22 1 32 − s14 , Equations 8 and 9 give

cos # −
1

s14       cos $ −
2

s14       cos % −
3

s14 

and so

# − cos21S 1

s14 D < 74°   $ − cos21S 2

s14 D < 58°    % − cos21S 3

s14 D < 37°

� n

a
b

a · b>0¨

a b
a · b=0

a
b

a · b<0
¨

¨ acute

¨ obtuse

¨=π/2

FIGURE 2

TEC Visual 12.3A shows an anima-
tion of Figure 2.
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a¡

a

å
∫

ç

FIGURE 3
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Definition 12.3.3. The direction angles of a nonzero vector a
are the angles α, β, and γ (in the interval [0, π]) that a makes
with the positive x-, y-, and z-axes, respectively. (See the figure.)
The cosines of these direction angles, cosα, cos β, cos γ, are called
the direction cosines of the vector a.

Theorem 12.3.4. The direction cosines of a vector a = 〈a1, a2, a3〉 are the
components of the unit vector in the direction of a, i.e.,

1

|a|
a = 〈cosα, cos β, cos γ〉.

Proof. By Corollary 12.3.1,

cosα =
a · i
|a||i|

=
a1

|a|
.

Similarly,

cos β =
a2

|a|
cos γ =

a3

|a|
.

Therefore,

a = 〈a1, a2, a3〉
a = 〈|a| cosα, |a| cos β, |a| cos γ〉
a = |a|〈cosα, cos β, cos γ〉

1

|a|
a = 〈cosα, cos β, cos γ〉.

Example 5. Find the direction angles of the vector a = 〈1, 2, 3〉.

13
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 SECTION 12.3  The Dot Product 811

Projections
Figure 4 shows representations PQ

l
 and PR

l
 of two vectors a and b with the same initial 

point P. If S is the foot of the perpendicular from R to the line containing PQ
l

, then the 
vector with representation PS

l
 is called the vector projection of b onto a and is denoted 

by proja b. (You can think of it as a shadow of b).
The scalar projection of b onto a (also called the component of b along a) is defined 

to be the signed magnitude of the vector projection, which is the number | b | cos !, 
where ! is the angle between a and b. (See Figure 5.) This is denoted by compa b. 
Observe that it is negative if "y2 , ! < ". The equation

a ? b − | a || b | cos ! − | a |(| b | cos !)
shows that the dot product of a and b can be interpreted as the length of a times the sca-
lar projection of b onto a. Since

| b | cos ! −
a ? b

| a | −
a

| a | ? b

the component of b along a can be computed by taking the dot product of b with the unit 
vector in the direction of a. We summarize these ideas as follows.

Scalar projection of b onto a: compa b −
a ? b

| a |

Vector projection of b onto a: proja b − S a ? b

| a | D 
a

| a | −
a ? b

| a |2  a

Notice that the vector projection is the scalar projection times the unit vector in the direc-
tion of a.

EXAMPLE 6 Find the scalar projection and vector projection of b − k 1, 1, 2 l  
onto a − k 22, 3, 1 l.

SOLUTION Since | a | − ss22d2 1 32 1 12 − s14 , the scalar projection of b onto a 
is

compa b −
a ? b

| a | −
s22ds1d 1 3s1d 1 1s2d

s14 
−

3

s14 

The vector projection is this scalar projection times the unit vector in the direction of a:

 proja b −
3

s14  
a

| a | −
3

14
 a − K2

3
7

, 
9
14

, 
3
14L n

One use of projections occurs in physics in calculating work. In Section 6.4 we 
defined the work done by a constant force F in moving an object through a distance d as 
W − Fd, but this applies only when the force is directed along the line of motion of the 
object. Suppose, however, that the constant force is a vector F − PR

l
 pointing in some 

other direction, as in Figure 6. If the force moves the object from P to Q, then the dis-
placement vector is D − PQ

l
. The work done by this force is defined to be the product 

of the component of the force along D and the distance moved:

W − s| F | cos !d | D |

TEC Visual 12.3B shows how Fig- 
ure 4 changes when we vary a and b.

Q

F

R

S
P

¨

D

FIGURE 6

Q

R
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b
a
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R
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Q

a

proja b

b

FIGURE 4  
Vector projections

!b ! cos ¨ =

b

a

R

S Q¨
P compa b

FIGURE 5  
Scalar projection
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Projections
Figure 4 shows representations PQ

l
 and PR

l
 of two vectors a and b with the same initial 

point P. If S is the foot of the perpendicular from R to the line containing PQ
l

, then the 
vector with representation PS

l
 is called the vector projection of b onto a and is denoted 

by proja b. (You can think of it as a shadow of b).
The scalar projection of b onto a (also called the component of b along a) is defined 

to be the signed magnitude of the vector projection, which is the number | b | cos !, 
where ! is the angle between a and b. (See Figure 5.) This is denoted by compa b. 
Observe that it is negative if "y2 , ! < ". The equation

a ? b − | a || b | cos ! − | a |(| b | cos !)
shows that the dot product of a and b can be interpreted as the length of a times the sca-
lar projection of b onto a. Since

| b | cos ! −
a ? b

| a | −
a

| a | ? b

the component of b along a can be computed by taking the dot product of b with the unit 
vector in the direction of a. We summarize these ideas as follows.

Scalar projection of b onto a: compa b −
a ? b

| a |

Vector projection of b onto a: proja b − S a ? b

| a | D 
a

| a | −
a ? b

| a |2  a

Notice that the vector projection is the scalar projection times the unit vector in the direc-
tion of a.

EXAMPLE 6 Find the scalar projection and vector projection of b − k 1, 1, 2 l  
onto a − k 22, 3, 1 l.

SOLUTION Since | a | − ss22d2 1 32 1 12 − s14 , the scalar projection of b onto a 
is

compa b −
a ? b

| a | −
s22ds1d 1 3s1d 1 1s2d

s14 
−

3

s14 

The vector projection is this scalar projection times the unit vector in the direction of a:

 proja b −
3

s14  
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| a | −
3
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One use of projections occurs in physics in calculating work. In Section 6.4 we 
defined the work done by a constant force F in moving an object through a distance d as 
W − Fd, but this applies only when the force is directed along the line of motion of the 
object. Suppose, however, that the constant force is a vector F − PR

l
 pointing in some 

other direction, as in Figure 6. If the force moves the object from P to Q, then the dis-
placement vector is D − PQ

l
. The work done by this force is defined to be the product 

of the component of the force along D and the distance moved:

W − s| F | cos !d | D |

TEC Visual 12.3B shows how Fig- 
ure 4 changes when we vary a and b.
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Definition 12.3.4. If S is the foot of the perpendicular from R

to the line containing
−→
PQ, then the vector with representation−→

PS is called the vector projection of b onto a and is denoted by
proja b. (See the figure.)
The scalar projection of b onto a (also called the component of
b along a) is defined to be the signed magnitude of the vector
projection, which is the number |b| cos θ where θ is the angle
between a and b. (See the figure.) This is denoted by compa b.

Theorem 12.3.5. The scalar projection of b onto a is

compa b =
a · b
|a|

.

The vector projection of b onto a is

proja b =

(
a · b
|a|

)
a

|a|
=

a · b
|a|2

a.

Proof. By Theorem 12.3.2,

a · b = |a||b| cos θ

a · b
|a|

= |b| cos θ,

which gives us the scalar projection of b onto a. Multiplying by the unit vector
gives us the vector projection in the direction of a.

Example 6. Find the scalar projection and vector projection of b = 〈1, 1, 2〉
onto a = 〈−2, 3, 1〉.
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Projections
Figure 4 shows representations PQ

l
 and PR

l
 of two vectors a and b with the same initial 

point P. If S is the foot of the perpendicular from R to the line containing PQ
l

, then the 
vector with representation PS
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 is called the vector projection of b onto a and is denoted 

by proja b. (You can think of it as a shadow of b).
The scalar projection of b onto a (also called the component of b along a) is defined 

to be the signed magnitude of the vector projection, which is the number | b | cos !, 
where ! is the angle between a and b. (See Figure 5.) This is denoted by compa b. 
Observe that it is negative if "y2 , ! < ". The equation

a ? b − | a || b | cos ! − | a |(| b | cos !)
shows that the dot product of a and b can be interpreted as the length of a times the sca-
lar projection of b onto a. Since

| b | cos ! −
a ? b

| a | −
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| a | ? b

the component of b along a can be computed by taking the dot product of b with the unit 
vector in the direction of a. We summarize these ideas as follows.

Scalar projection of b onto a: compa b −
a ? b

| a |

Vector projection of b onto a: proja b − S a ? b

| a | D 
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| a | −
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| a |2  a

Notice that the vector projection is the scalar projection times the unit vector in the direc-
tion of a.

EXAMPLE 6 Find the scalar projection and vector projection of b − k 1, 1, 2 l  
onto a − k 22, 3, 1 l.

SOLUTION Since | a | − ss22d2 1 32 1 12 − s14 , the scalar projection of b onto a 
is

compa b −
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| a | −
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s14 
−
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The vector projection is this scalar projection times the unit vector in the direction of a:
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One use of projections occurs in physics in calculating work. In Section 6.4 we 
defined the work done by a constant force F in moving an object through a distance d as 
W − Fd, but this applies only when the force is directed along the line of motion of the 
object. Suppose, however, that the constant force is a vector F − PR

l
 pointing in some 

other direction, as in Figure 6. If the force moves the object from P to Q, then the dis-
placement vector is D − PQ

l
. The work done by this force is defined to be the product 

of the component of the force along D and the distance moved:

W − s| F | cos !d | D |

TEC Visual 12.3B shows how Fig- 
ure 4 changes when we vary a and b.
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Scalar projection
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Definition 12.3.5. Suppose that the constant force in moving

an object from P to Q is F =
−→
PR, as in the figure. Then the

displacement vector is D =
−→
PQ and the work done by this force

is defined to be the product of the component of the force along
D and the distance moved:

W =
(
|F| cos θ

)
|D|.

Theorem 12.3.6. The work done by a constant force F is the dot product
F ·D, where D is the displacement vector.

Proof. By Theorem 12.3.2,

W = |F||D| cos θ = F ·D.

Example 7. A wagon is pulled a distance of 100 m along a horizontal path
by a constant force of 70 N. The handle of the wagon is held at an angle of
35° above the horizontal path. Find the work done by the force.

Example 8. A force is given by a vector F = 3i+4j+5k and moves a particle
from the point P (2, 1, 0) to the point Q(4, 6, 2). Find the work done.
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12.4 The Cross Product

Definition 12.4.1. If a = 〈a1, a2, a3〉 and b = 〈b1, b2, b3〉, then the cross
product of a and b is the vector

a× b = 〈a2b3 − a3b2, a3b1 − a1b3, a1b2 − a2b1〉.

Definition 12.4.2. A determinant of order 2 is defined by∣∣∣∣∣a b
c d

∣∣∣∣∣ = ad− bc.

A determinant of order 3 is defined by∣∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣∣ = a1

∣∣∣∣∣b2 b3

c2 c3

∣∣∣∣∣− a2

∣∣∣∣∣b1 b3

c1 c3

∣∣∣∣∣+ a3

∣∣∣∣∣b1 b2

c1 c2

∣∣∣∣∣ .
Theorem 12.4.1. The cross product of the vectors a = a1i + b2j + b3k and
b = b1i + b2j + b3k is

a× b =

∣∣∣∣∣∣∣
i j k
a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣ =

∣∣∣∣∣a2 a3

b2 b3

∣∣∣∣∣ i−
∣∣∣∣∣a1 a3

b1 b3

∣∣∣∣∣ j +

∣∣∣∣∣a1 a2

b1 b2

∣∣∣∣∣k.
Example 1. If a = 〈1, 3, 4〉 and b = 〈2, 7,−5〉, find a× b.
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Example 2. Show that a× a = 0 for any vector a in V3.

Theorem 12.4.2. The vector a× b is orthogonal to both a and b.

Proof.

(a× b) · a =

∣∣∣∣∣a2 a3

b2 b3

∣∣∣∣∣ a1 −

∣∣∣∣∣a1 a3

b1 b3

∣∣∣∣∣ a2 +

∣∣∣∣∣a1 a2

b1 b2

∣∣∣∣∣ a3

= a1(a2b3 − a3b2)− a2(a1b3 − a3b1) + a3(a1b2 − a2b1)

= a1a2b3 − a1b2a3 − a1a2b3 + b1a2a3 + a1b2a3 − b1a2a3

= 0.

Similarly, (a× b) · b = 0.

Theorem 12.4.3. If θ is the angle between a and b (so 0 ≤ θ ≤ π), then

|a× b| = |a||b| sin θ.

Proof.

|a× b|2 = (a2b3 − a3b2)2 + (a3b1 − a1b3)2 + (a1b2 − a2b1)2

= a2
2b

2
3 − 2a2a3b2b3 + a2

3b
2
2 + a2

3b
2
1 − 2a1a3b1b3 + a2

1b
2
3

+ a2
1b

2
2 − 2a1a2b1b2 + a2

2b
2
1

= (a2
1 + a2

2 + a2
3)(b2

1 + b2
2 + b2

3)− (a1b1 + a2b2 + a3b3)2

= |a|2|b|2 − (a · b)2

= |a|2|b|2 − |a|2|b|2 cos2 θ

= |a|2|b|2(1− cos2 θ)

= |a|2|b|2 sin2 θ.
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√
sin2 θ = sin θ because sin θ ≥ 0 when 0 ≤ θ ≤ π, so

|a× b| = |a||b| sin θ.

Corollary 12.4.1. Two nonzero vectors a and b are parallel if and only if

a× b = 0.

Proof. Two nonzero vectors a and b are parallel if and only if θ = 0 or π. In
either case sin θ = 0, so |a× b| = 0 and therefore a× b = 0.

Corollary 12.4.2. The length of the cross product a× b is equal to the area
of the parallelogram determined by a and b.

 SECTION 12.4  The Cross Product 817

a rotation (through an angle less than 180°) from a to b, then your thumb points in the 
direction of a 3 b.

Now that we know the direction of the vector a 3 b, the remaining thing we need to 
complete its geometric description is its length | a 3 b |. This is given by the following  
theorem.

9  Theorem If ! is the angle between a and b (so 0 < ! < "), then

| a 3 b | − | a | | b | sin !

PROOF From the definitions of the cross product and length of a vector, we have

  | a 3 b |2 − sa2b3 2 a3b2d2 1 sa3b1 2 a1b3d2 1 sa1b2 2 a2b1d2

  − a2
2 b2

3 2 2a2a3b2b3 1 a2
3 b2

2 1 a2
3 b2

1 2 2a1a3b1b3 1 a2
1 b2

3

 1 a2
1 b2

2 2 2a1 a2 b1b2 1 a2
2 b2

1

  − sa2
1 1 a2

2 1 a2
3 dsb2

1 1 b2
2 1 b2

3 d 2 sa1b1 1 a2b2 1 a3b3d2

  − | a |2 | b |2 2 sa ? bd2

 − | a |2 | b |2 2 | a |2 | b |2 cos2!    (by Theorem 12.3.3)

  − | a |2 | b |2 s1 2 cos2!d

  − | a |2 | b |2 sin2!

Taking square roots and observing that ssin2! − sin ! because sin ! > 0 when 
0 < ! < ", we have

 | a 3 b | − | a | | b | sin ! n

Since a vector is completely determined by its magnitude and direction, we can now 
say that a 3 b is the vector that is perpendicular to both a and b, whose orientation is 
determined by the right-hand rule, and whose length is | a | | b | sin !. In fact, that is 
exactly how physicists define a 3 b.

10  Corollary Two nonzero vectors a and b are parallel if and only if

a 3 b − 0

PROOF Two nonzero vectors a and b are parallel if and only if ! − 0 or ". In either 
case sin ! − 0, so | a 3 b | − 0 and therefore a 3 b − 0. n

The geometric interpretation of Theorem 9 can be seen by looking at Figure 2. If a 
and b are represented by directed line segments with the same initial point, then they 
determine a parallelogram with base | a |, altitude | b | sin !, and area

A − | a | ( | b | sin !) − | a 3 b |
Thus we have the following way of interpreting the magnitude of a cross product.

TEC Visual 12.4 shows how a 3 b 
changes as b changes.

Geometric characterization of a 3 b

a

b

¨

!b ! sin ¨

FIGURE 2
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Proof. The geometric interpretation of Theorem 12.4.3. can be
seen by looking at the figure. If a and b are represented by
directed line segments with the same initial point, then they
determine a parallelogram with base |a|, altitude |b| sin θ, and
area

A = |a|(|b| sin θ) = |a× b|.
Example 3. Find a vector perpendicular to the plane that passes through the
points P (1, 4, 6), Q(−2, 5,−1), and R(1,−1, 1).
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Example 4. Find the area of the triangle with vertices P (1, 4, 6), Q(−2, 5,−1),
and R(1,−1, 1).

Theorem 12.4.4. If a, b, and c are vectors and c is a scalar, then

1. a× b = −b× a

2. (ca)× b = c(a× b) = a× (cb)

3. a× (b + c) = a× b + a× c

4. (a + b)× c = a× c + b× c

5. a · (b× c) = (a× b) · c

6. a× (b× c) = (a · c)b− (a · b)c

Theorem 12.4.5. The volume of the parallelepiped determined by the vectors
a, b, and c is the magnitude of their scalar triple product:

V = |a · (b× c)| =

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ .

If the volume of the parallelepiped determined by a, b, and c is 0, then the
vectors must lie in the same plane; that is, they are coplanar.

 SECTION 12.4  The Cross Product 819

So the associative law for multiplication does not usually hold; that is, in general,

sa 3 bd 3 c ± a 3 sb 3 cd

However, some of the usual laws of algebra do hold for cross products. The following 
the orem summarizes the properties of vector products.

11  Properties of the Cross Product If a, b, and c are vectors and c is a  
scalar, then

1. a 3 b − 2b 3 a
2. scad 3 b − csa 3 bd − a 3 scbd
3. a 3 sb 1 cd − a 3 b 1 a 3 c
4. sa 1 bd 3 c − a 3 c 1 b 3 c
5. a ? sb 3 cd − sa 3 bd ? c
6. a 3 sb 3 cd − sa ? cdb 2 sa ? bdc

These properties can be proved by writing the vectors in terms of their components  
and using the definition of a cross product. We give the proof of Property 5 and leave the 
remaining proofs as exercises.

PROOF OF PROPERTY 5 If a − k a1, a2, a3 l, b − kb1, b2, b3 l, and c − k c1, c2, c3 l, then

12   a ? sb 3 cd − a1sb2c3 2 b3c2d 1 a2sb3c1 2 b1c3d 1 a3sb1c2 2 b2c1d

 − a1b2c3 2 a1b3c2 1 a2b3c1 2 a2b1c3 1 a3b1c2 2 a3b2c1

 − sa2b3 2 a3b2 dc1 1 sa3b1 2 a1b3 dc2 1 sa1b2 2 a2b1dc3

  − sa 3 bd ? c  ■

Triple Products
The product a ? sb 3 cd that occurs in Property 5 is called the scalar triple product of 
the vectors a, b, and c. Notice from Equation 12 that we can write the scalar triple prod-
uct as a determinant:

13
 

a ? sb 3 cd − Z a1

 b1

 c1

a2

b2

c2

a3

b3

c3

Z
The geometric significance of the scalar triple product can be seen by considering the 

par allelepiped determined by the vectors a, b, and c. (See Figure 3.) The area of the base  
parallelogram is A − | b 3 c |. If ! is the angle between a and b 3 c, then the height h  
of the parallelepiped is h − | a | | cos ! |. (We must use | cos ! | instead of cos ! in case 
! . "y2.) Therefore the volume of the parallelepiped is

V − Ah − | b 3 c | | a | | cos ! | − | a ? sb 3 cd |
Thus we have proved the following formula.

a

b

¨

bxc

c
h

FIGURE 3
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Proof. The geometric interpretation of the scalar triple product
can be seen by looking at the figure. The area of the base paral-
lelogram is A = |b×c|. If θ is the angle between a and b×c, then
the height h of the parallelepiped is h = |a|| cos θ|. Therefore the
volume of the parallelepiped is

V = Ah = |b× c||a|| cos θ| = |a · (b× c)|.
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Example 5. Use the scalar triple product to show that the vectors a =
〈1, 4,−7〉, b = 〈2,−1, 4〉, and c = 〈0,−9, 18〉 are coplanar.

Definition 12.4.3. If F is a force acting on a rigid body at a point given by
a position vector r then the torque τ (relative to the origin) is defined to be
the cross product of the position and force vectors

τ = r× F

and measures the tendency of the body to rotate about the origin.

Theorem 12.4.6. The magnitude of the torque vector is

|τ | = |r× F| = |r||F| sin θ

where θ is the angle between the position and force vectors.

820 CHAPTER 12  Vectors and the Geometry of Space

14   The volume of the parallelepiped determined by the vectors a, b, and c is the 
magnitude of their scalar triple product:

V − | a ? sb 3 cd |

If we use the formula in (14) and discover that the volume of the parallelepiped  
determined by a, b, and c is 0, then the vectors must lie in the same plane; that is, they 
are coplanar.

EXAMPLE 5 Use the scalar triple product to show that the vectors a − k1, 4, 27 l, 
b − k2, 21, 4l, and c − k0, 29, 18l are coplanar.

SOLUTION We use Equation 13 to compute their scalar triple product:

 
a ? sb 3 cd − Z 1

2
0

4
21
29

27
4

18
Z

 − 1 Z21
29

4
18

 Z 2 4 Z 20 4
18

 Z 2 7 Z 20 21
29

 Z
 − 1s18d 2 4s36d 2 7s218d − 0

Therefore, by (14), the volume of the parallelepiped determined by a, b, and c is 0.  
This means that a, b, and c are coplanar. ■

The product a 3 sb 3 cd that occurs in Property 6 is called the vector triple product 
of a, b, and c. Property 6 will be used to derive Kepler’s First Law of planetary motion 
in Chapter 13. Its proof is left as Exercise 50.

Torque
The idea of a cross product occurs often in physics. In particular, we consider a force F 
acting on a rigid body at a point given by a position vector r. (For instance, if we tighten 
a bolt by applying a force to a wrench as in Figure 4, we produce a turning effect.) The 
torque t (relative to the origin) is defined to be the cross product of the position and 
force vectors

t − r 3 F

and measures the tendency of the body to rotate about the origin. The direction of the 
torque vector indicates the axis of rotation. According to Theorem 9, the magnitude of 
the torque vector is

| t | − | r 3 F | − | r | | F | sin !

where ! is the angle between the position and force vectors. Observe that the only com-
ponent of F that can cause a rotation is the one perpendicular to r, that is, | F | sin !. The 
magnitude of the torque is equal to the area of the parallelogram determined by r and F.

EXAMPLE 6 A bolt is tightened by applying a 40-N force to a 0.25-m wrench as 
shown in Figure 5. Find the magnitude of the torque about the center of the bolt.

r

F

!

¨

FIGURE 4

75°

40 N0.25 m

FIGURE 5
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Example 6. A bolt is tightened by applying a 40-N force to a
0.25-m wrench as shown in the figure. Find the magnitude of
the torque about the center of the bolt.
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12.5 Equations of Lines and Planes

 SECTION 12.5  Equations of Lines and Planes 823

DISCOVERY PROJECT

A tetrahedron is a solid with four vertices, P, Q, R, and S, and four triangular faces, as shown in 
the !gure.

1.  Let v1, v2, v3, and v4 be vectors with lengths equal to the areas of the faces opposite the  
vertices P, Q, R, and S, respectively, and directions perpendicular to the respective faces and 
pointing outward. Show that

v1 1 v2 1 v3 1 v4 − 0

2.  The volume V of a tetrahedron is one-third the distance from a vertex to the opposite face, 
times the area of that face.

 (a)  Find a formula for the volume of a tetrahedron in terms of the coordinates of its vertices 
P, Q, R, and S.

 (b)   Find the volume of the tetrahedron whose vertices are Ps1, 1, 1d, Qs1, 2, 3d, Rs1, 1, 2d, 
and Ss3, 21, 2d.

3.  Suppose the tetrahedron in the !gure has a trirectangular vertex S. (This means that the three 
angles at S are all right angles.) Let A, B, and C be the areas of the three faces that meet at S,  
and let D be the area of the opposite face PQR. Using the result of Problem 1, or otherwise, 
show that

D 2 − A2 1 B 2 1 C 2

 (This is a three-dimensional version of the Pythagorean Theorem.)

P

RQ
S

THE GEOMETRY OF A TETRAHEDRON

 53. Suppose that a ± 0.
 (a) If a ? b − a ? c, does it follow that b − c?
 (b) If a 3 b − a 3 c, does it follow that b − c?
 (c)  If a ? b − a ? c and a 3 b − a 3 c, does it follow  

that b − c?

 54. If v1, v2, and v3 are noncoplanar vectors, let

k1 −
v2 3 v3

v1 ? sv2 3 v3 d
    k2 −

v3 3 v1

v1 ? sv2 3 v3 d

k3 −
v1 3 v2

v1 ? sv2 3 v3 d

   (These vectors occur in the study of crystallography. Vectors  
of the form n1 v1 1 n2 v2 1 n3 v3 , where each ni is an integer, 
form a lattice for a crystal. Vectors written similarly in terms of 
k1, k2, and k3 form the reciprocal lattice.)

 (a) Show that k i is perpendicular to vj if i ± j.
 (b) Show that k i ? vi − 1 for i − 1, 2, 3.

 (c) Show that k1 ? sk2 3 k3 d −
1

v1 ? sv2 3 v3 d
.

Lines
A line in the xy-plane is determined when a point on the line and the direction of the line 
(its slope or angle of inclination) are given. The equation of the line can then be written 
using the point-slope form.

Likewise, a line L in three-dimensional space is determined when we know a point 
P0sx0, y0, z0d on L and the direction of L. In three dimensions the direction of a line is 
con veniently described by a vector, so we let v be a vector parallel to L. Let Psx, y, zd be 
an arbi trary point on L and let r0 and r be the position vectors of P0 and P (that is, they
have representations OPA̧ and OP

l
). If a is the vector with representation P¸PA, as in Fig-

ure 1, then the Triangle Law for vector addition gives r − r0 1 a. But, since a and v are 
parallel vectors, there is a scalar t such that a − tv. Thus 

x

O

z

y

a

v
rr¸L

P¸(x¸, y¸, z¸)

P(x, y, z)

FIGURE 1
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Theorem 12.5.1. The vector equation of a line through the point
(x0, y0, z0) is

r = r0 + tv

where r0 is the position vector of (x0, y0, z0), v is a vector parallel
to the line, and t is a scalar.
Parametric equations for a line through the point (x0, y0, z0) and
parallel to the direction vector 〈a, b, c〉 are

x = x0 + at y = y0 + bt z = z0 + ct.

Example 1. (a) Find a vector equation and parametric equations for the
line that passes through the point (5, 1, 3) and is parallel to the vector
i + 4j− 2k.

(b) Find two other points on the line.

Definition 12.5.1. In general, if a vector v = 〈a, b, c〉 is used to describe the
direction of a line L, then the numbers a, b, and c are called the direction
numbers of L. The equations

x− x0

a
=
y − y0

b
=
z − z0

c

obtained by eliminating the parameter t are called symmetric equations of L.
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Example 2. (a) Find parametric equations and symmetric equations of the
line that passes through the points A(2, 4,−3) and B(3,−1, 1).

(b) At what point does this line intersect the xy-plane?

Theorem 12.5.2. The line segment from r0 to r1 is given by the vector equa-
tion

r(t) = (1− t)r0 + tr1 0 ≤ t ≤ 1.
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Example 3. Show that the lines L1 and L2 with parametric equations

L1 : x = 1 + t y = −2 + 3t z = 4− t
L2 : x = 2s y = 3 + s z = −3 + 4s

are skew lines; that is, they do not intersect and are not parallel (and therefore
do not lie in the same plane).

 SECTION 12.5  Equations of Lines and Planes 827

“direction” of the plane, but a vector perpendicular to the plane does completely specify 
its direction. Thus a plane in space is determined by a point P0sx0, y0, z0d in the plane and 
a vector n that is orthogonal to the plane. This orthogonal vector n is called a normal  
vector. Let Psx, y, zd be an arbitrary point in the plane, and let r0 and r be the position
vectors of P0 and P. Then the vector r 2 r0 is represented by P¸PA. (See Figure 6.) The 
normal vector n is orthogonal to every vector in the given plane. In particular, n is 
orthogonal to r 2 r0 and so we have

5   n ? sr 2 r0 d − 0

which can be rewritten as

6   n ? r − n ? r0

Either Equation 5 or Equation 6 is called a vector equation of the plane.
To obtain a scalar equation for the plane, we write n − ka, b,  c l, r − k x, y, z l, and 

r0 − kx0, y0, z0 l . Then the vector equation (5) becomes

 ka, b, c l ? kx 2 x0, y 2 y0, z 2 z0 l − 0

or
 asx 2 x0 d 1 bsy 2 y0 d 1 csz 2 z0 d − 0

7   A scalar equation of the plane through point P0sx0, y0, z0 d with normal 
vector n − ka, b, c l is

asx 2 x0 d 1 bsy 2 y0 d 1 csz 2 z0 d − 0

EXAMPLE 4 Find an equation of the plane through the point s2, 4, 21d with normal 
vector n − k2, 3, 4 l . Find the intercepts and sketch the plane.

SOLUTION Putting a − 2, b − 3, c − 4, x0 − 2, y0 − 4, and z0 − 21 in Equation 7, 
we see that an equation of the plane is

 2sx 2 2d 1 3sy 2 4d 1 4sz 1 1d − 0

or  2x 1 3y 1 4z − 12

To !nd the x-intercept we set y − z − 0 in this equation and obtain x − 6. Similarly, the 
y-intercept is 4 and the z-intercept is 3. This enables us to sketch the portion of the plane 
that lies in the !rst octant (see Figure 7). Q

By collecting terms in Equation 7 as we did in Example 4, we can rewrite the equation 
of a plane as

8   ax 1 by 1 cz 1 d − 0

where d − 2sax0 1 by0 1 cz0 d. Equation 8 is called a linear equation in x, y, and z. 
Conversely, it can be shown that if a, b, and c are not all 0, then the linear equation (8) 
represents a plane with normal vector ka, b, c l . (See Exercise 83.)

0

n

r

r¸

r-r¸

P¸(x¸, y¸, z¸)

P(x, y, z)

y

z

x

FIGURE 6
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Definition 12.5.2. Either

n · (r− r0) = 0

or
n · r = n · r0

is called a vector equation of a plane through point (x0, y0, z0)
where r0 is the position vector of (x0, y0, z0), r is the vector equa-
tion of the line through (x0, y0, z0), and n is the vector through (x0, y0, z0)
orthogonal to the plane, called a normal vector.
A scalar equation of the plane through point P0(x0, y0, z0) with normal vector
n = 〈a, b, c〉 is

a(x− x0) + b(y − y0) + c(z − z0) = 0.
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Example 4. Find an equation of the plane through the point (2, 4,−1) with
normal vector n = 〈2, 3, 4〉. Find the intercepts and sketch the plane.

Theorem 12.5.3. The equation of a plane can be rewritten as the linear equa-
tion

ax+ by + cz + d = 0

where d = −(ax0 + by0 + cz0).

Example 5. Find an equation of the plane that passes through the points
P (1, 3, 2), Q(3,−1, 6), and R(5, 2, 0).
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Example 6. Find the point at which the line with parametric equations x =
2 + 3t, y = −4t, z = 5 + t intersects the plane 4x+ 5y − 2z = 18.

828 CHAPTER 12  Vectors and the Geometry of Space

EXAMPLE 5 Find an equation of the plane that passes through the points Ps1, 3, 2d, 
Qs3, 21, 6d, and Rs5, 2, 0d.

SOLUTION The vectors a and b corresponding to PQ
l

 and PR
l

 are

a − k 2, 24, 4 l      b − k4, 21, 22 l

Since both a and b lie in the plane, their cross product a 3 b is orthogonal to the plane 
and can be taken as the normal vector. Thus

n − a 3 b − Z i
2
4

j
24
21

k
4

22
Z − 12 i 1 20 j 1 14 k

With the point Ps1, 3, 2d and the normal vector n, an equation of the plane is

 12sx 2 1d 1 20sy 2 3d 1 14sz 2 2d − 0

or  6x 1 10y 1 7z − 50 ■

EXAMPLE 6 Find the point at which the line with parametric equations x − 2 1 3t, 
y − 24t, z − 5 1 t intersects the plane 4x 1 5y 2 2z − 18.

SOLUTION We substitute the expressions for x, y, and z from the parametric equations 
into the equation of the plane:

4s2 1 3td 1 5s24td 2 2s5 1 td − 18

This simplifies to 210t − 20, so t − 22. Therefore the point of intersection occurs 
when the parameter value is t − 22. Then x − 2 1 3s22d − 24, y − 24s22d − 8, 
z − 5 2 2 − 3 and so the point of intersection is s24, 8, 3d. ■

Two planes are parallel if their normal vectors are parallel. For instance, the planes 
x 1 2y 2 3z − 4 and 2x 1 4y 2 6z − 3 are parallel because their normal vectors are 
n1 − k1, 2, 23 l  and n2 − k2, 4, 26 l and n2 − 2n1. If two planes are not parallel, then 
they intersect in a straight line and the angle between the two planes is defined as the 
acute angle between their normal vectors (see angle ! in Figure 9).

EXAMPLE 7 
(a) Find the angle between the planes x 1 y 1 z − 1 and x 2 2y 1 3z − 1.
(b) Find symmetric equations for the line of intersection L of these two planes.

SOLUTION

(a) The normal vectors of these planes are

n1 − k1, 1, 1 l       n2 − k1, 22, 3 l

and so, if ! is the angle between the planes, Corollary 12.3.6 gives

 cos ! −
n1 ? n2

| n1 || n2 | −
1s1d 1 1s22d 1 1s3d

s1 1 1 1 1  s1 1 4 1 9 
−

2

s42 

 ! − cos21S 2

s42 D < 72°

(b) We first need to find a point on L. For instance, we can find the point where the line 
intersects the xy-plane by setting z − 0 in the equations of both planes. This gives the 

Figure 8 shows the portion of the 
plane in Example 5 that is enclosed by 
triangle PQR.
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Figure 10 shows the planes in Example 
7 and their line of intersection L.
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Definition 12.5.3. Two planes are parallel if their normal vec-
tors are parallel. If two planes are not parallel, then they in-
tersect in a straight line and the angle between the two planes
is defined as the acute angle between their normal vectors (see
angle θ in the figure).

Example 7. (a) Find the angle between the planes x + y + z = 1 and x −
2y + 3z = 1
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(b) Find symmetric equations for the line of intersection L of these two planes.

Example 8. Find a formula for the distance D from a point P1(x1, y1, z1) to
the plane ax+ by + cz + d = 0.
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Example 9. Find the distance between the parallel planes 10x+ 2y− 2z = 5
and 5x+ y − z = 1.

Example 10. In Example 3 we showed that the lines

L1 : x = 1 + t y = −2 + 3t z = 4− t
L2 : x = 2s y = 3 + s z = −3 + 4s

are skew. Find the distance between them.
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12.6 Cylinders and Quadric Surfaces

Definition 12.6.1. The curves of intersection of a surface with planes parallel
to the coordinate planes are called traces (or cross-sections) of the surface.

Definition 12.6.2. A cylinder is a surface that consists of all lines (called
rulings) that are parallel to a given line and pass through a given plane curve.

Example 1. Sketch the graph of the surface z = x2.

Example 2. Identify and sketch the surfaces.

(a) x2 + y2 = 1

(b) y2 + z2 = 1
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Definition 12.6.3. A quadric surface is the graph of a second-degree equation
in three variables x, y, and z. The most general such equation is

Ax2 +By2 + Cz2 +Dxy + Eyz + Fxz +Gx+Hy + Iz + J = 0

where A,B,C, . . . , J are constants, but by translation and rotation it can be
brought into one of the two standard forms

Ax2 +By2 + Cz2 + J = 0 or Ax2 +By2 + Iz = 0.

Example 3. Use traces to sketch the quadric surface with equation

x2 +
y2

9
+
z2

4
= 1.

Example 4. Use traces to sketch the surface z = 4x2 + y2.
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Example 5. Sketch the surface z = y2 − x2.

Example 6. Sketch the surface
x2

4
+ y2 − z2

4
= 1.
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Surface Equation Surface Equation

Ellipsoid
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EXAMPLE 6 Sketch the surface 
x 2

4
1 y 2 2

z 2

4
− 1.

SOLUTION The trace in any horizontal plane z − k is the ellipse

x 2

4
1 y 2 − 1 1

k 2

4
z − k

but the traces in the xz- and yz-planes are the hyperbolas

x 2

4
2

z2

4
− 1 y − 0 and y2 2

z2

4
− 1 x − 0

This surface is called a hyperboloid of one sheet and is sketched in Figure 9. n

The idea of using traces to draw a surface is employed in three-dimensional graphing 
software. In most such software, traces in the vertical planes x − k and y − k are drawn 
for equally spaced values of k, and parts of the graph are eliminated using hidden line 
removal. Table 1 shows computer-drawn graphs of the six basic types of quadric surfaces 
in standard form. All surfaces are symmetric with respect to the z-axis. If a quadric sur-
face is symmetric about a different axis, its equation changes accordingly.
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Table 1 Graphs of Quadric Surfaces
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x2

a2
+
y2

b2
+
z2

c2
= 1

All traces are ellipses.

If a = b = c, the
ellipsoid is a sphere.

Cone
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EXAMPLE 6 Sketch the surface 
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4
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− 1.

SOLUTION The trace in any horizontal plane z − k is the ellipse

x 2
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1 y 2 − 1 1

k 2
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z − k

but the traces in the xz- and yz-planes are the hyperbolas
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4
− 1 x − 0

This surface is called a hyperboloid of one sheet and is sketched in Figure 9. n

The idea of using traces to draw a surface is employed in three-dimensional graphing 
software. In most such software, traces in the vertical planes x − k and y − k are drawn 
for equally spaced values of k, and parts of the graph are eliminated using hidden line 
removal. Table 1 shows computer-drawn graphs of the six basic types of quadric surfaces 
in standard form. All surfaces are symmetric with respect to the z-axis. If a quadric sur-
face is symmetric about a different axis, its equation changes accordingly.

(0, 1, 0)(2, 0, 0)
yx

z

FIGURE 9

Surface Equation Surface Equation

Ellipsoid

z

y

x

z

yx

z

yx

x 2

a 2 1
y 2

b 2 1
z 2

c 2 − 1

All traces are ellipses.

If a − b − c, the ellipsoid is 
a sphere.

Cone
z

yx

z

yx

z

yx

z 2

c 2 −
x 2

a 2 1
y 2

b 2

Horizontal traces are ellipses.

Vertical traces in the planes 
x − k and y − k are hyper-
bolas if k ± 0 but are pairs of 
lines if k − 0.

Elliptic Paraboloid

z

y

x

z

yx

z

yx

z
c

−
x 2

a 2 1
y 2

b 2

Horizontal traces are ellipses.

Vertical traces are parabolas.

The variable raised to the first 
power indicates the axis of the 
paraboloid.

Hyperboloid of One Sheet

z

yx

z

yx

z

yx

x 2

a 2 1
y 2

b 2 2
z 2

c 2 − 1

Horizontal traces are ellipses.

Vertical traces are hyperbolas.

The axis of symmetry corre-
sponds to the variable whose 
coefficient is negative.

Hyperbolic Paraboloid

z

y

x

z

yx

z

yx

z
c

−
x 2

a 2 2
y 2

b 2

Horizontal traces are hyper-
bolas.

Vertical traces are parabolas.

The case where c , 0 is 
illustrated.

Hyperboloid of Two Sheets

z

yx

z

yx

z

yx

2
x 2

a 2 2
y 2

b 2 1
z 2

c 2 − 1

Horizontal traces in z − k are 
ellipses if k . c or k , 2c.

Vertical traces are hyperbolas.

The two minus signs indicate 
two sheets.

Table 1 Graphs of Quadric Surfaces

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

z2

c2
=
x2

a2
+
y2

b2

Horizontal traces are
ellipses.

Vertical traces in the
planes x = k and y = k
are hyperbolas if k 6= 0
but are pairs of lines if
k = 0.

Elliptic Paraboloid

 SECTION 12.6  Cylinders and Quadric Surfaces 837
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The idea of using traces to draw a surface is employed in three-dimensional graphing 
software. In most such software, traces in the vertical planes x − k and y − k are drawn 
for equally spaced values of k, and parts of the graph are eliminated using hidden line 
removal. Table 1 shows computer-drawn graphs of the six basic types of quadric surfaces 
in standard form. All surfaces are symmetric with respect to the z-axis. If a quadric sur-
face is symmetric about a different axis, its equation changes accordingly.
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for equally spaced values of k, and parts of the graph are eliminated using hidden line 
removal. Table 1 shows computer-drawn graphs of the six basic types of quadric surfaces 
in standard form. All surfaces are symmetric with respect to the z-axis. If a quadric sur-
face is symmetric about a different axis, its equation changes accordingly.
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Hyperbolic Paraboloid

z

y

x

z

yx

z

yx

z
c

−
x 2

a 2 2
y 2

b 2

Horizontal traces are hyper-
bolas.

Vertical traces are parabolas.

The case where c , 0 is 
illustrated.

Hyperboloid of Two Sheets

z

yx

z

yx

z

yx

2
x 2

a 2 2
y 2

b 2 1
z 2

c 2 − 1

Horizontal traces in z − k are 
ellipses if k . c or k , 2c.

Vertical traces are hyperbolas.

The two minus signs indicate 
two sheets.

Table 1 Graphs of Quadric Surfaces
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−x
2

a2
− y2

b2
+
z2

c2
= 1

Horizontal traces in
z = k are ellipses if
k > c or k < −c.

Vertical traces are
hyperbolas.

The two minus signs
indicate two sheets.
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Example 7. Identify and sketch the surface 4x2 − y2 + 2z2 + 4 = 0.

Example 8. Classify the quadric surface x2 + 2z2 − 6x− y + 10 = 0.
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Chapter 13

Vector Functions

13.1 Vector Functions and Space Curves

Definition 13.1.1. A vector-valued function, or vector function is a function
whose domain is a set of real numbers and whose range is a set of vectors.
If f(t), g(t), and h(t) are the components of a vector function r(t) whose
values are three-dimensional vectors, then we call f , g, and h the component
functions of r and we can write

r(t) = 〈f(t), g(t), h(t)〉 = f(t)i + g(t)j + h(t)k.

Example 1. What are the component functions and domain of

r(t) =
〈
t3, ln(3− t),

√
t
〉

?

Definition 13.1.2. The limit of a vector function r is defined by taking the
limits of its component functions, i.e., if r(t) = 〈f(t), g(t), h(t)〉, then

lim
t→a

r(t) =

〈
lim
t→a

f(t), lim
t→a

g(t), lim
t→a

h(t)

〉
provided the limits of the component functions exist.
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Example 2. Find lim
t→0

r(t), where r(t) = (1 + t3)i + te−tj +
sin t

t
k.

Definition 13.1.3. A vector function r is continuous at a if

lim
t→a

r(t) = r(a),

so r is continuous at a if and only if its component functions f , g, and h are
continuous at a.

 SECTION 13.1  Vector Functions and Space Curves 849

A vector function r is continuous at a if

lim
t l a

 rstd − rsad

In view of Definition 1, we see that r is continuous at a if and only if its component func-
tions f , t, and h  are continuous at a.

Space Curves
There is a close connection between continuous vector functions and space curves. Sup-
pose that f , t, and h  are continuous real-valued functions on an interval I. Then the set 
C of all points sx, y, zd in space, where

2   x − f std    y − tstd    z − h std 

and t varies throughout the interval I, is called a space curve. The equations in (2) are 
called parametric equations of C and t is called a parameter. We can think of C as 
being traced out by a moving particle whose position at time t is s f std, tstd, h stdd. If we 
now consider the vector function  rstd − k f std, tstd, h stdl, then rstd is the position vector 
of the point Ps f std, tstd, h stdd on C. Thus any continuous vector function r defines a space 
curve C that is traced out by the tip of the moving vector rstd, as shown in Figure 1.

EXAMPLE 3 Describe the curve defined by the vector function

rstd − k1 1 t, 2 1 5t, 21 1 6t l

SOLUTION The corresponding parametric equations are

x − 1 1 t    y − 2 1 5t    z − 21 1 6t

which we recognize from Equations 12.5.2 as parametric equations of a line passing 
through the point s1, 2, 21d and parallel to the vector k1, 5, 6l. Alternatively, we could 
observe that the function can be written as r − r0 1 tv, where r0 − k1, 2, 21l and 
v − k1, 5, 6l, and this is the vector equation of a line as given by Equation 12.5.1. ■

Plane curves can also be represented in vector notation. For instance, the curve given 
by the parametric equations x − t 2 2 2t and y − t 1 1 (see Example 10.1.1) could also 
be described by the vector equation

rstd − k t 2 2 2t, t 1 1l − st 2 2 2td i 1 st 1 1d j

where i − k1, 0l and j − k0, 1l.

EXAMPLE 4 Sketch the curve whose vector equation is

rstd − cos t i 1 sin t j 1 t k

SOLUTION The parametric equations for this curve are

x − cos t    y − sin t    z − t

Since x 2 1 y 2 − cos2t 1 sin2t − 1 for all values of t, the curve must lie on the circular 
cylinder x 2 1 y 2 − 1. The point sx, y, zd lies directly above the point sx, y, 0d, which 
moves counterclockwise around the circle x 2 1 y 2 − 1 in the xy-plane. (The projection 
of the curve onto the xy-plane has vector equation rstd − kcos t, sin t, 0l. See Example 
10.1.2.) Since z − t, the curve spirals upward around the cylinder as t increases. The 
curve, shown in Figure 2, is called a helix. ■

C

0

z

x y

P{f(t), g(t), h(t)}

r(t)=kf(t), g(t), h(t)l

FIGURE 1  
C is traced out by the tip of a moving 
position vector rstd.

TEC Visual 13.1A shows several 
curves being traced out by position 
vectors, including those in Figures 1 
and 2.

 ”0, 1,    ’π
2

(1, 0, 0)

z

x
y

FIGURE 2
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Definition 13.1.4. Suppose that f , g, and h are continuous
real-valued functions on an interval I. Then the set C of all
points (x, y, z) in space, where

x = f(t) y = g(t) z = h(t)

(called the parametric equations of C for a parameter t) and
t varies throughout the interval I, is called a space curve.
If we consider the vector function r(t) = 〈f(t), g(t), h(t)〉,
then r(t) is the position vector of the point P (f(t), g(t), h(t)) on C. Thus any
continuous vector function r defines a space curve C that is traced out by the
tip of the moving vector r(t), as shown in the figure.

Example 3. Describe the curve defined by the vector function

r(t) = 〈1 + t, 2 + 5t,−1 + 6t〉.
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Example 4. Sketch the curve whose vector equation is

r(t) = cos ti + sin tj + tk.

Example 5. Find a vector equation and parametric equations for the line
segment that joins the point P (1, 3,−2) to the point Q(2,−1, 3).
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Example 6. Find a vector function that represents the curve of intersection
of the cylinder x2 + y2 = 1 and the plane y + z = 2.

Example 7. Use a computer to draw the curve with vector equation r(t) =
〈t, t2, t3〉. This curve is called a twisted cubic.
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13.2 Vector Function Derivatives & Integrals

Definition 13.2.1. The derivative r′ of a vector function r is defined as

dr

dt
= r′(t) = lim

h→0

r(t+ h)− r(t)

h

if this limit exists.

Definition 13.2.2. The vector r′(t) is called the tangent vector to the curve
defined by r at the point P , provided that r′(t) exists and r′(t) 6= 0. The tan-
gent line to C at P is defined to be the line through P parallel to the tangent
vector r′(t). The unit tangent vector is

T(t) =
r′(t)

|r′(t)|
.

Theorem 13.2.1. If r(t) = 〈f(t), g(t), h(t)〉 = f(t)i + g(t)j + h(t)k, where f ,
g, and h are differentiable functions, then

r′(t) = 〈f ′(t), g′(t), h′(t)〉 = f ′(t)i + g′(t)j + h′(t)k.

Proof.

r′(t) = lim
∆t→0

1

∆t
[r(t+ ∆t)− r(t)]

= lim
∆t→0

1

∆t
[〈f(t+ ∆t), g(t+ ∆t), h(t+ ∆t)〉 − 〈f(t), g(t), h(t)〉]

= lim
∆t→0

〈
f(t+ ∆t)− f(t)

∆t
,
g(t+ ∆t)− g(t)

∆t
,
h(t+ ∆t)− h(t)

∆t

〉
=

〈
lim

∆t→0

f(t+ ∆t)− f(t)

∆t
, lim

∆t→0

g(t+ ∆t)− g(t)

∆t
, lim

∆t→0

h(t+ ∆t)− h(t)

∆t

〉
= 〈f ′(t), g′(t), h′(t)〉.

Example 1. (a) Find the derivative of r(t) = (1 + t3)i + te−tj + sin 2tk.

(b) Find the unit tangent vector at the point where t = 0.
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Example 2. For the curve r(t) =
√
ti + (2 − t)j, find r′(t) and sketch the

position vector r(1) and the tangent vector r′(1).

Example 3. Find parametric equations for the tangent line to the helix with
parametric equations

x = 2 cos t y = sin t z = t

at the point (0, 1, π/2).

Definition 13.2.3. The second derivative of a vector function r is the deriva-
tive of r′, that is, r′′ = (r′)′.
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Theorem 13.2.2. Suppose u and v are differentiable vector functions, c is a
scalar, and f is a real-valued function. Then

1.
d

dt
[u(t) + v(t)] = u′(t) + v′(t)

2.
d

dt
[cu(t)] = cu′(t)

3.
d

dt
[f(t)u(t)] = f ′(t)u(t) + f(t)u′(t)

4.
d

dt
[u(t) · v(t)] = u′(t) · v(t) + u(t) · v′(t)

5.
d

dt
[u(t)× v(t)] = u′(t)× v(t) + u(t)× v′(t)

6.
d

dt
[u(f(t))] = f ′(t)u′(f(t))

Example 4. Show that if |r(t)| = c (a constant), then r′(t) is orthogonal to
r(t) for all t.

39



Multivariable Calculus - Vector Function Derivatives & Integrals 2019-2020

Definition 13.2.4. The definite integral of a continuous vector function r(t)
is

ˆ b

a

r(t)dt = lim
n→∞

n∑
i=1

r(t∗i )∆t

= lim
n→∞


 n∑

i=1

f(t∗i )∆t

 i +

 n∑
i=1

g(t∗i )∆t

 j +

 n∑
i=1

h(t∗i )∆t

k


and so

ˆ b

a

r(t)dt =

(ˆ b

a

f(t)dt

)
i +

(ˆ b

a

g(t)dt

)
j +

(ˆ b

a

h(t)dt

)
k.

Theorem 13.2.3. We can extend the Fundamental Theorem of Calculus to
continuous vector functions as follows:

ˆ b

a

r(t)dt = R(t)
]b
a

= R(b)−R(a).

where R is an antiderivative of r, that is, R′(t) = r(t). We use the notation´
r(t)dt for indefinite integrals (antiderivatives).

Example 5. If r(t) = 2 cos ti + sin tj + 2tk, then what are
´

r(t)dt and´ π/2
0

r(t)dt?
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13.3 Arc Length and Curvature

Definition 13.3.1. If a space curve is given by r(t) = 〈f(t), g(t), h(t)〉, a ≤
t ≤ b, or equivalently, the parametric equations x = f(t), y = g(t), z = h(t),
where f ′, g′, and h′ are continuous, then the length of the curve traversed
exactly once as t increases from a to b is

L =

ˆ b

a

√
[f ′(t)]2 + [g′(t)]2 + [h′(t)]2dt

=

ˆ b

a

√(
dx

dt

)2

+

(
dy

dt

)2

+

(
dz

dt

)2

dt,

or equivalently,

L =

ˆ b

a

|r′(t)|dt.

Example 1. Find the length of the arc of the circular helix with vector equa-
tion r(t) = cos ti + sin tj + tk from the point (1, 0, 0) to the point (1, 0, 2π).

Remark 1. A single curve C can be represented by more than one vector
function. For instance, the twisted cubic

r1(t) = 〈t, t2, t3〉 1 ≤ t ≤ 2

could also be represented by the function

r2(t) = 〈eu, e2u, e3u〉 0 ≤ u ≤ ln 2

We say that these equations are parametrizations of the curve C. It can be
shown that our arc length equation is independent of the parametrization that
is used.
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Definition 13.3.2. Suppose that C is a curve given by a vector function

r(t) = f(t)i + g(t)j + h(t)k a ≤ t ≤ b

where r′ is continuous and C is traversed exactly once as t increases from a to
b. We define its arc length function s by

s(t) =

ˆ t

a

|r′(u)|du =

ˆ t

a

√(
dx

du

)2

+

(
dy

du

)2

+

(
dz

du

)2

du

where differentiating both sides of the arc length function using the Funda-
mental Theorem of Calculus gives

ds

dt
= |r′(t)|.

Remark 2. If a curve r(t) is already given in terms of a parameter t and s(t)
is the arc length function, then we may be able to solve for t as a function of
s: t = t(s). Then the curve can be reparametrized with respect to arc length
by substituting for t: r = r(t(s)).

Example 2. Reparametrize the helix r(t) = cos ti + sin tj + tk with respect
to arc length measured from (1, 0, 0) in the direction of increasing t.
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Definition 13.3.3. The curvature of a curve C at a given point is a measure
of how quickly the curve changes direction at that point, defined as

κ =

∣∣∣∣dTds
∣∣∣∣

where T is the unit tangent vector.

Remark 3. A parametrization is called smooth on an interval I if r′ is con-
tinuous and r′(t) 6= 0 on I. A curve is called smooth if it has a smooth
parametrization. Since the unit tangent vector is only defined for smooth
curves, the curvature is only defined for smooth curves.

Theorem 13.3.1.

κ(t) =
|T′(t)|
|r′(t)|

.

Proof. By the chain rule
dT

dt
=
dT

ds

ds

dt
,

so

κ =

∣∣∣∣dTds
∣∣∣∣ =

∣∣∣∣dT/dtds/dt

∣∣∣∣ =
|T′(t)|
|r′(t)|

.

Example 3. Show that the curvature of a circle of radius a is 1/a.
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Theorem 13.3.2. The curvature of the curve given by the vector function r
is

κ(t) =
|r′(t)× r′′(t)|
|r′(t)|3

.

Proof. Since T = r′/|r′| and |r′| = ds/dt, we have

r′ = |r′|T =
ds

dt
T

r′′ =
d2s

dt2
T +

ds

dt
T′.

Since T×T = 0, we have

r′ × r′′ =
ds

dt
T×

(
d2s

dt2
T +

ds

dt
T′

)

r′ × r′′ =
ds

dt
T× d2s

dt2
T +

ds

dt
T× ds

dt
T′

r′ × r′′ =

(
ds

dt

d2s

dt2

)
(T×T) +

(
ds

dt

)2

(T×T′)

r′ × r′′ =

(
ds

dt

)2

(T×T′).

Since |T(t)| = 1 for all t, T and T′ are orthogonal, so

|r′ × r′′| =
(
ds

dt

)2

|T×T′|

=

(
ds

dt

)2

|T||T′| sin
(
π

2

)
=

(
ds

dt

)2

|T′|.

Thus

|T′| = |r
′ × r′′|

(ds/dt)2
=
|r′ × r′′|
|r′|2

and

κ =
|T′|
|r′|

=
|r′ × r′′|
|r′|3

.
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Example 4. Find the curvature of the twisted cubic r(t) = 〈t, t2, t3〉 at a
general point and at (0, 0, 0).

Theorem 13.3.3. If y = f(x) is a plane curve, then

κ(x) =
|f ′′(x)|

[1 + (f ′(x))2]3/2
.

Proof. Choose x as the parameter and write r(x) = xi + f(x)j. Then r′(x) =
i + f ′(x)j and r′′(x) = f ′′(x)j. Since i × j = k and j × j = 0, it follows that
r′(x)× r′′(x) = f ′′(x)k. We also have |r′(x)| =

√
1 + [f ′(x)]2, and so

κ(x) =
|r′(x)× r′′(x)|
|r′(x)|3

=
|f ′′(x)|

[1 + (f ′(x))2]3/2
.
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Example 5. Find the curvature of the parabola y = x2 at the points (0, 0),
(1, 1), and (2, 4).

866 CHAPTER 13  Vector Functions

EXAMPLE 5 Find the curvature of the parabola y − x 2 at the points s0, 0d, s1, 1d,  
and s2, 4d.

SOLUTION Since y9 − 2x and y0 − 2, Formula 11 gives

!sxd − | y0 |
f1 1 sy9d2 g3y2 −

2
s1 1 4x 2 d3y2

The curvature at s0, 0d is !s0d − 2. At s1, 1d it is !s1d − 2y53y2 < 0.18. At s2, 4d it is 
!s2d − 2y173y2 < 0.03. Observe from the expression for !sxd or the graph of ! in 
Figure 5 that !sxd l 0 as x l 6`. This corresponds to the fact that the parabola 
appears to become flatter as x l 6`. n

The Normal and Binormal Vectors
At a given point on a smooth space curve rstd, there are many vectors that are orthogonal 
to the unit tangent vector Tstd. We single out one by observing that, because | Tstd | − 1 
for all t, we have Tstd ? T9std − 0 by Example 13.2.4, so T9std is orthogonal to Tstd. Note 
that, typically, T9std is itself not a unit vector. But at any point where ! ± 0 we can define 
the principal unit normal vector Nstd (or simply unit normal) as

Nstd −
T9std

| T9std |
We can think of the unit normal vector as indicating the direction in which the curve is 
turning at each point. The vector Bstd − Tstd 3 Nstd is called the binormal vector. It is 
perpendicular to both T and N and is also a unit vector. (See Figure 6.)

EXAMPLE 6 Find the unit normal and binormal vectors for the circular helix

rstd − cos t i 1 sin t j1 t k

SOLUTION We first compute the ingredients needed for the unit normal vector:

  r9std − 2 sin t i 1 cos t j1 k      | r9std | − s2 

  Tstd −
r9std

| r9std | −
1

s2 
 s2 sin t i 1 cos t j1 kd

  T9std −
1

s2 
 s2 cos t i 2 sin t jd      | T9std | −

1

s2 

 Nstd −
T9std

| T9std | − 2 cos t i 2 sin t j− k2 cos t, 2 sin t, 0l

This shows that the normal vector at any point on the helix is horizontal and points 
toward the z-axis. The binormal vector is

Bstd − Tstd 3 Nstd −
1

s2
 F i

2 sin t
2 cos t

j
cos t

2 sin t

k
1
0
G

 −
1

s2  ksin t, 2 cos t, 1l n

2

1 x0

y
y=≈

y=k(x)

FIGURE 5  
The parabola y − x 2 and its curvature 
function

N(t)

T(t)
B(t)

FIGURE 6

Figure 7 illustrates Example 6 by 
showing the vectors T, N, and B at 
two locations on the helix. In general, 
the vectors T, N, and B, start  ing at 
the various points on a curve, form a 
set of orthogonal vectors, called the 
TNB frame, that moves along the 
curve as t varies. This TNB frame 
plays an important role in the branch 
of mathematics known as differential 
geometry and in its applications to the 
motion of spacecraft.

N

N

B

T

TB

x
y

z

FIGURE 7
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Definition 13.3.4. For any point where κ 6= 0, the principal
unit normal vector N(t) (or simply unit normal) is defined
to be

N(t) =
T′(t)

|T′(t)|
,

and so it is orthogonal to the unit tangent vector T(t). The
vector B(t) = T(t) ×N(t) is called the binormal vector. It is perpendicular
to both T and N and is also a unit vector. (See the figure.)

Example 6. Find the unit normal and binormal vectors for the circular helix

r(t) = cos ti + sin tj + tk.
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Definition 13.3.5. The plane determined by the normal and binormal vectors
N and B at point P on a curve C is called the normal plane of C at P . It
consists of all lines that are orthogonal to the tangent vector T. The plane
determined by the vectors T and N is called the osculating plane of C at P .
It is the plane that comes closest to containing the part of the curve near P .

Definition 13.3.6. The circle that lies in the osculating plane of C at P , has
the same tangent as C at P , lies on the concave side of C (toward which N
points), and has radius ρ = 1/κ (the reciprocal of the curvature) is called the
osculating circle (or the circle of curvature) of C at P . It is the circle that
best describes how C behaves near P ; it shares the same tangent, normal, and
curvature at P .

Example 7. Find equations of the normal plane and osculating plane of the
helix in Example 6 at the point P (0, 1, π/2).
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Example 8. Find and graph the osculating circle of the parabola y = x2 at
the origin.
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13.4 Motion in Space

Definition 13.4.1. Suppose a particle moves through space so that its posi-
tion vector at time t is r(t). Then the velocity vector v(t) at time t is given
by

v(t) = lim
h→0

r(t+ h)− r(t)

h
= r′(t).

The speed of the particle at time t is the magnitude of the velocity vector,
that is, |v(t)|. As in the case of one-dimensional motion, the acceleration of
the particle is defined as the derivative of the velocity:

a(t) = v′(t) = r′′(t).

Example 1. The position vector of an object moving in a plane is given by
r(t) = t3i + t2j. Find its velocity, speed, and acceleration when t = 1 and
illustrate geometrically.
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Example 2. Find the velocity, acceleration, and speed of a particle with
position vector r(t) = 〈t2, et, tet〉.

Example 3. A moving particle starts at an initial position r(0) = 〈1, 0, 0〉
with initial velocity v(0) = i − j + k. Its acceleration is a(t) = 4ti + 6tj + k.
Find its velocity and position at time t.
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Remark 1. In general, vector integrals allow us to recover velocity when ac-
celeration is known and position when velocity is known:

v(t) = v(t0) +

ˆ t

t0

a(u)du r(t) = r(t0) +

ˆ t

t0

v(u)du.

If the force that acts on a particle is known, then the acceleration can be found
from Newton’s Second Law of Motion. The vector version of this law states
that if, at any time t, a force F(t) acts on an object of mass m producing an
acceleration a(t), then

F(t) = ma(t).

Example 4. An object with mass m that moves in a circular path with con-
stant angular speed ω has position vector r(t) = a cosωti + a sinωtj. Find the
force acting on the object and show that it is directed toward the origin.
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872 CHAPTER 13  Vector Functions

Since vstd − r9std, we have

 rstd − y vstd dt

 − y fs2t 2 1 1d i 1 s3t 2 2 1d j1 st 1 1d kg dt

 − (2
3 t 3 1 t) i 1 st 3 2 td j1 (1

2 t 2 1 t) k 1 D

Putting t − 0, we find that D − rs0d − i, so the position at time t is given by

 rstd − (2
3 t 3 1 t 1 1) i 1 st 3 2 td j1 (1

2 t 2 1 t) k n

In general, vector integrals allow us to recover velocity when acceleration is known 
and position when velocity is known:

vstd − vst0d 1 y t

t0

 asud du      rstd − rst0d 1 y t

t0

 vsud du

If the force that acts on a particle is known, then the acceleration can be found from 
Newton’s Second Law of Motion. The vector version of this law states that if, at any 
time t, a force Fstd acts on an object of mass m producing an acceleration astd, then

Fstd − mastd

EXAMPLE 4 An object with mass m that moves in a circular path with constant angular 
speed ! has position vector rstd − a cos !t i 1 a sin !t j. Find the force acting on the 
object and show that it is directed toward the origin.

SOLUTION To find the force, we first need to know the acceleration:

 vstd − r9std − 2a! sin !t i 1 a! cos !t j

 astd − v9std − 2a!2 cos !t i 2 a!2 sin !t j

Therefore Newton’s Second Law gives the force as

Fstd − mastd − 2m!2sa cos !t i 1 a sin !t jd

Notice that Fstd − 2m!2 rstd. This shows that the force acts in the direction opposite  
to the radius vector rstd and therefore points toward the origin (see Figure 5). Such a 
force is called a centripetal (center-seeking) force. n

Projectile Motion

EXAMPLE 5 A projectile is fired with angle of elevation " and initial velocity v0. (See 
Figure 6.) Assuming that air resistance is negligible and the only external force is due to 
gravity, find the position function rstd of the projectile. What value of " maximizes the 
range (the horizontal distance traveled)?

SOLUTION We set up the axes so that the projectile starts at the origin. Since the force 
due to gravity acts downward, we have

F − ma − 2mt j

The expression for rstd that we obtained 
in Example 3 was used to plot the path 
of the particle in Figure 4 for 0 < t < 3.

(1, 0, 0) 0

20 x0 20y
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2
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The object moving with position P has 
angular speed ! − d#ydt, where # is 
the angle shown in Figure 5.

P

¨
0

y

x
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Example 5. A projectile is fired with angle of elevation α
and initial velocity v0. (See the figure.) Assuming that air
resistance is negligible and the only external force is due
to gravity, find the position function r(t) of the projectile.
What value of α maximizes the range (the horizontal distance
traveled)?
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Example 6. A projectile is fired with muzzle speed 150 m/s and angle of ele-
vation 45° from a position 10 m above ground level. Where does the projectile
hit the ground, and with what speed?
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Theorem 13.4.1. If v = |v| is the speed of a particle in motion, then

a = aTT + aNN

where aT = v′ and aN = κv2.

Proof.

T(t) =
r′(t)

|r′(t)|
=

v(t)

|v(t)|
=

v

v
,

so

v = vT

a = v′ = v′T + vT′.

By our expression for curvature,

κ =
|T′|
|r′|

=
|T′|
v
,

so |T′| = κv. Since N = T′/|T′|,

T′ = |T′|N = κvN,

and thus

a = v′T + κv2N

Theorem 13.4.2.

aT =
r′(t) · r′′(t)
|r′(t)|

aN =
|r′(t)× r′′(t)|
|r′(t)|

.

Proof.

v · a = vT · (v′T + κv2N)

= vv′T ·T + κv3T ·N
= vv′,

so

aT = v′ =
v · a
v

=
r′(t) · r′′(t)
|r′(t)|

aN = κv2 =
|r′(t)× r′′(t)|
|r′(t)|3

|r′(t)|2 =
|r′(t)× r′′(t)|
|r′(t)|

.
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Example 7. A particle moves with position function r(t) = 〈t2, t2, t3〉. Find
the tangential and normal components of acceleration.
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Chapter 14

Partial Derivatives

14.1 Functions of Several Variables

Definition 14.1.1. A function f of two variables is a rule that assigns to each
ordered pair of real numbers (x, y) in a set D a unique real number denoted
by f(x, y). The set D is the domain of f and its range is the set of values that
f takes on, that is, {f(x, y) | (x, y) ∈ D}.

Remark 1. We often write z = f(x, y) to make explicit the value taken on by
f at the general point (x, y). The variables x and y are independent variables
and z is the dependent variable.

Example 1. For each of the following functions, evaluate f(3, 2) and find and
sketch the domain.

(a) f(x, y) =

√
x+ y + 1

x− 1
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(b) f(x, y) = x ln(y2 − x)

Example 2. In regions with severe winter weather, the wind-chill index is
often used to describe the apparent severity of the cold. This index W is a
subjective temperature that depends on the actual temperature T and the
wind speed v. So W is a function of T and v, and we can write W = f(T, v).
The table records values of W compiled by the US National Weather Service
and the Meteorological Service of Canada.

Wind-chill index as a function of air temperature and wind speed

T
v

5 10 15 20 25 30 40 50 60 70 80

5 4 3 2 1 1 0 −1 −1 −2 −2 −3
0 −2 −3 −4 −5 −6 −6 −7 −8 −9 −9 −10
−5 −7 −9 −11 −12 −12 −13 −14 −15 −16 −16 −17
−10 −13 −15 −17 −18 −19 −20 −21 −22 −23 −23 −24
−15 −19 −21 −23 −24 −25 −26 −27 −29 −30 −30 −31
−20 −24 −27 −29 −30 −32 −33 −34 −35 −36 −37 −38
−25 −30 −33 −35 −37 −38 −39 −41 −42 −43 −44 −45
−30 −36 −39 −41 −43 −44 −46 −48 −49 −50 −51 −52
−35 −41 −45 −48 −49 −51 −52 −54 −56 −57 −58 −60
−40 −47 −51 −54 −56 −57 −59 −61 −63 −64 −65 −67

Wind speed (km/h)

A
ct

u
al

te
m

p
er

at
u
re

(°
C

)

Find f(−5, 50) and interpret its meaning in context.
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Year P L K
1899 100 100 100
1900 101 105 107
1901 112 110 114
1902 122 117 122
1903 124 122 131
1904 122 121 138
1905 143 125 149
1906 152 134 163
1907 151 140 176
1908 126 123 185
1909 155 143 198
1910 159 147 208
1911 153 148 216
1912 177 155 226
1913 184 156 236
1914 169 152 244
1915 189 156 246
1916 225 183 298
1917 227 198 335
1918 223 201 366
1919 218 196 387
1920 231 194 407
1921 179 146 417
1922 240 161 431

Example 3. In 1928 Charles Cobb and Paul Douglas published
a study in which they modeled the growth of the American econ-
omy during the period 1899-1922. They considered a simplified
view of the economy in which production output is determined
by the amount of labor involved and the amount of capital in-
vested. While there are many other factors affecting economic
performance, their model proved to be remarkably accurate. The
function they used to model production was of the form

P (L,K) = bLαK1−α,

known as the Cobb-Douglas production function, where P is the
total production (the monetary value of all goods produced in a
year), L is the amount of labor (the total number of person-hours
worked in a year), and K is the amount of capital invested (the
monetary worth of all machinery, equipment, and buildings).
Cobb and Douglas used economic data published by the govern-
ment to obtain the table on the right. They took the year 1899
as a baseline and P , L, and K for 1899 were each assigned the
value 100. The values for other years were expressed as percent-
ages of the 1899 figures.
Cobb and Douglas used the method of least squares to fit the
data of the table to the function

P (L,K) = 1.01L0.75K0.25.

Use this function to compute the production in the years 1910
and 1920, and compare your results with the actual values for these years.
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Example 4. Find the domain and range of g(x, y) =
√

9− x2 − y2.

Definition 14.1.2. If f is a function of two variables with domain D, then
the graph of f is the set of all points (x, y, z) in R3 such that z = f(x, y) and
(x, y) is in D.

Definition 14.1.3. The level curves of a function f of two variables are the
curves with equations f(x, y) = k, where k is a constant (in the range of f).

Example 5. Sketch the graph of the function f(x, y) = 6− 3x− 2y.
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Definition 14.1.4. The function

f(x, y) = ax+ by + c

is called a linear function. The graph of such a function has the equation

z = ax+ by + c or ax+ by − z + c = 0,

so it is a plane.

Example 6. Sketch the graph of g(x, y) =
√

9− x2 − y2.

Example 7. Use a computer to draw the graph of the Cobb-Douglas produc-
tion function P (L,K) = 1.01L0.75K0.25.

Example 8. Find the domain and range and sketch the graph of h(x, y) =
4x2 + y2.
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 SECTION 14.1  Functions of Several Variables 895

tions with the same temperature. Figure 13 shows a weather map of the world indicating 
the average July temperatures. The isothermals are the curves that separate the colored 
bands.

In weather maps of atmospheric pressure at a given time as a function of longitude 
and latitude, the level curves are called isobars and join locations with the same pres-
sure. (See Exercise 34.) Surface winds tend to flow from areas of high pressure across the 
isobars toward areas of low pressure, and are strongest where the isobars are tightly 
packed.

A contour map of world-wide precipitation is shown in Figure 14. Here the level 
curves are not labeled but they separate the colored regions and the amount of precipita-
tion in each region is indicated in the color key.

EXAMPLE 9 A contour map for a function f  is shown in Figure 15. Use it to estimate 
the values of f s1, 3d and f s4, 5d.

SOLUTION The point (1, 3) lies partway between the level curves with z-values 70 
and 80. We estimate that

f s1, 3d < 73

Similarly, we estimate that f s4, 5d < 56  ■

EXAMPLE 10 Sketch the level curves of the function f sx, yd − 6 2 3x 2 2y for the  
values k − 26, 0, 6, 12.

SOLUTION The level curves are

6 2 3x 2 2y − k    or    3x 1 2y 1 sk 2 6d − 0

This is a family of lines with slope 2 3
2. The four particular level curves with  

k − 26, 0, 6, and 12 are 3x 1 2y 2 12 − 0, 3x 1 2y 2 6 − 0, 3x 1 2y − 0, and 
3x 1 2y 1 6 − 0. They are sketched in Figure 16. The level curves are equally spaced 
parallel lines because the graph of f  is a plane (see Figure 6).
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EXAMPLE 11 Sketch the level curves of the function

tsx, yd − s9 2 x 2 2 y 2     for  k − 0, 1, 2, 3

SOLUTION The level curves are

s9 2 x 2 2 y 2 − k    or    x 2 1 y 2 − 9 2 k 2

This is a family of concentric circles with center s0, 0d and radius s9 2 k 2 . The cases 
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FIGURE 16 
Contour map of  

f sx, yd − 6 2 3x 2 2y
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Example 9. A contour map for a function f is shown in the
figure. Use it to estimate the values of f(1, 3) and f(4, 5).

Example 10. Sketch the level curves of the function f(x, y) = 6 − 3x − 2y
for the values k = −6, 0, 6, 12.

Example 11. Sketch the level curves of the function

g(x, y) =
√

9− x2 − y2 for k = 0, 1, 2, 3.
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Example 12. Sketch some level curves of the function h(x, y) = 4x2 + y2 + 1.

Example 13. Plot level curves for the Cobb-Douglas production function of
Example 3.

Definition 14.1.5. A function of three variables, f , is a rule that assigns to
each ordered triple (x, y, z) in a domain D ⊂ R3 a unique real number denoted
by f(x, y, z).

Example 14. Find the domain of f if

f(x, y, z) = ln(z − y) + xy sin z.
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Definition 14.1.6. The level surfaces of a function f of three variables are
the curves with equations f(x, y, z) = k, where k is a constant.

Example 15. Find the level surfaces of the function

f(x, y, z) = x2 + y2 + z2.

Definition 14.1.7. A function of n variables is a rule that assigns a number
z = f(x1, x2, . . . , xn) to an n-tuple (x1, x2, . . . , xn) of real numbers. We denote
by Rn the set of all such n-tuples.

Remark 2. Sometimes we will use vector notation to write such functions
more compactly: If x = 〈x1, x2, . . . , xn〉, we will often write f(x) in place of
f(x1, x2, . . . , xn).
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14.2 Limits and Continuity

Definition 14.2.1. Let f be a function of two variables whose domain D
includes points arbitrarily close to (a, b). Then we say the limit of f(x, y) as
(x, y) approaches (a, b) is L and we write

lim
(x,y)→(a,b)

f(x, y) = L

if for every number ε > 0 there is a corresponding number δ > 0 such that if
(x, y) ∈ D and 0 <

√
(x− a)2 + (y − b)2 < δ then |f(x, y)− L| < ε.

Remark 1. If f(x, y)→ L1 as (x, y)→ (a, b) along a path C1 and f(x, y)→ L2

as (x, y) → (a, b) along a path C2, where L1 6= L2, then lim(x,y)→(a,b) f(x, y)
does not exist.

Example 1. Show that lim
(x,y)→(0,0)

x2 − y2

x2 + y2
does not exist.
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Example 2. If f(x, y) = xy/(x2 + y2), does lim
(x,y)→(0,0)

f(x, y) exist?
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Example 3. If f(x, y) =
xy2

x2 + y4
, does lim

(x,y)→(0,0)
f(x, y) exist?

Remark 2. The Limit Laws listed in section 2.3 can be extended to functions
of two variables: the limit of a sum is the sum of the limits, the limit of a
product is the product of the limits, and so on. In particular, the following
equations are true.

lim
(x,y)→(a,b)

x = a lim
(x,y)→(a,b)

y = b lim
(x,y)→(a,b)

c = c.

The Squeeze Theorem also holds.
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Example 4. Find lim
(x,y)→(0,0)

3x2y

x2 + y2
if it exists.

Definition 14.2.2. A function f of two variables is called continuous at (a, b)
if

lim
(x,y)→(a,b)

f(x, y) = f(a, b).

We say that f is continuous on D if f is continuous at every point (a, b) in D.

Definition 14.2.3. A polynomial of two variables (or polynomial, for short)
is a sum of terms of the form cxmyn, where c is a constant and m and n are
nonnegative integers. A rational function is a ratio of polynomials.

Remark 3. The limits in Remark 2 show that the functions f(x, y) = x,
g(x, y) = y, and h(x, y) = c are continuous. Since any polynomial can be built
up out of the simple functions f , g, and h by multiplication and addition,
it follows that all polynomials are continuous on R2. Likewise, any rational
function is continuous on its domain because it is a quotient of continuous
functions.
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Example 5. Evaluate lim
(x,y)→(1,2)

(x2y3 − x3y2 + 3x+ 2y).

Example 6. Where is the function f(x, y) =
x2 − y2

x2 + y2
continuous?

Example 7. Where is the function

g(x, y) =


x2 − y2

x2 + y2
if (x, y) 6= (0, 0),

0 if (x, y) = (0, 0)

continuous?

Remark 4. If f is a continuous function of two variables and g is a continuous
function of a single variable that is defined on the range of f , then the com-
posite function h = g ◦ f defined by h(x, y) = g(f(x, y)) is also a continuous
function.
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Example 8. Where is the function

f(x, y) =


3x2y

x2 + y2
if (x, y) 6= (0, 0),

0 if (x, y) = (0, 0)

continuous?

Example 9. Where is the function h(x, y) = arctan(y/x) continuous?

Definition 14.2.4. The notation

lim
(x,y,z)→(a,b,c)

f(x, y, z) = L

means that the values of f(x, y, z) approach the number L as the point (x, y, z)
approaches the point (a, b, c) along any path in the domain of f . Precisely, for
every number ε > 0 there is a corresponding δ > 0 such that if f(x, y, z) is in
the domain of f and 0 <

√
(x− a)2 + (y − b)2 + (z − c)2 < δ then |f(x, y, z)−

L| < ε. The function is continuous at (a, b, c) if

lim
(x,y,z)→(a,b,c)

f(x, y, z) = f(a, b, c).

Definition 14.2.5. If f is defined on a subset D of Rn, then limx→a f(x) = L
means that for every number ε > 0 there is a corresponding number δ > 0
such that if x ∈ D and 0 < |x − a| < δ then |f(x) − L| < ε. The function is
continuous at a if

lim
x→a

f(x) = f(a).
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14.3 Partial Derivatives

Definition 14.3.1. In general, if f is a function of two variables x and y,
suppose we only let x vary while keeping y fixed, say y = b, where b is a
constant. Then we are considering a function of a single variable x, say g(x) =
f(x, b). If g has a derivative at a, then we call it the partial derivative of f
with respect to x at (a, b) and denote it by fx(a, b). Thus

fx(a, b) = g′(a) = lim
h→0

g(a+ h)− g(a)

h
= lim

h→0

f(a+ h, b)− f(a, b)

h
.

Similarly, the partial derivative of f with respect to y at (a, b), denoted by
fy(a, b), is obtained by keeping x fixed (x = a) and finding the ordinary
derivative at b of the function G(y) = f(a, y):

fy(a, b) = lim
h→0

f(a, b+ h)− f(a, b)

h
.

Definition 14.3.2. If f is a function of two variables, its partial derivatives
are the functions fx and fy defined by

fx(x, y) = lim
h→0

f(x+ h, y)− f(x, y)

h

fy(x, y) = lim
h→0

f(x, y + h)− f(x, y)

h
.

Definition 14.3.3 (Notations for Partial Derivatives). If z = f(x, y), we write

fx(x, y) = fx =
∂f

∂x
=

∂

∂x
f(x, y) =

∂z

∂x
= f1 = D1f = Dxf

fy(x, y) = fy =
∂f

∂y
=

∂

∂y
f(x, y) =

∂z

∂y
= f2 = D2f = Dyf.

Remark 1 (Rule for Finding Partial Derivatives of z = f(x, y)).

1. To find fx, regard y as a constant and differentiate f(x, y) with respect
to x.

2. To find fy, regard x as a constant and differentiate f(x, y) with respect
to y.
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Example 1. If f(x, y) = x3 + x2y3 − 2y2, find fx(2, 1) and fy(2, 1).

Example 2. If f(x, y) = 4− x2 − 2y2, find fx(1, 1) and fy(1, 1) and interpret
these numbers as slopes.
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Example 3. The body mass index of a person is defined by

B(m,h) =
m

h2
.

Calculate the partial derivatives of B for a young man with m = 64 kg and
h = 1.68 m and interpret them.
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Example 4. If f(x, y) = sin

(
x

1 + y

)
, calculate

∂f

∂x
and

∂f

∂y
.

Example 5. Find ∂z/∂x and ∂z/∂y if z is defined implicitly as a function of
x and y by the equation

x3 + y3 + z3 + 6xyz = 1.
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Definition 14.3.4. If f is a function of three variables x, y and z, then its
partial derivative with respect to x is defined as

fx(x, y, z) = lim
h→0

f(x+ h, y, z)− f(x, y, z)

h

and it is found by regarding y and z as constants and differentiating f(x, y, z)
with respect to x.

Definition 14.3.5. In general, if u is a function of n variables,
u = f(x1, x2, . . . , xn), its partial derivative with respect to the ith variable xi
is

∂u

∂xi
= lim

h→0

f(x1, . . . , xi−1, xi + h, xi+1, . . . , xn)− f(x1, . . . , xi, . . . , xn)

h

and we also write
∂u

∂xi
=
∂f

∂xi
= fxi = fi = Dif.

Example 6. Find fx, fy, and fz if f(x, y, z) = exy ln z.
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Definition 14.3.6. If f is a function of two variables, then its partial deriva-
tives fx and fy are also functions of two variables, so we can consider their
partial derivatives (fx)x, (fx)y, (fy)x, and (fy)y, which are called the second
partial derivatives of f . If z = f(x, y), we use the following notation:

(fx)x = fxx = f11 =
∂

∂x

(
∂f

∂x

)
=
∂2f

∂x2
=
∂2z

∂x2

(fx)y = fxy = f12 =
∂

∂y

(
∂f

∂x

)
=

∂2f

∂y∂x
=

∂2z

∂y∂x

(fy)x = fyx = f21 =
∂

∂x

(
∂f

∂y

)
=

∂2f

∂x∂y
=

∂2z

∂x∂y

(fy)y = fyy = f22 =
∂

∂y

(
∂f

∂y

)
=
∂2f

∂y2
=
∂2z

∂y2
.

Thus the notation fxy (or ∂2f/∂y∂x) means that we first differentiate with
respect to x and then with respect to y, whereas in computing fyx the order
is reversed.

Example 7. Find the second partial derivatives of

f(x, y) = x3 + x2y3 − 2y2.
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Theorem 14.3.1 (Clairaut’s Theorem). Suppose f is defined on a disk D that
contains the point (a, b). If the functions fxy and fyx are both continuous on
D, then

fxy(a, b) = fyx(a, b).

Remark 2. Partial derivatives of order 3 or higher can also be defined. For
instance,

fxyy = (fxy)y =
∂

∂y

(
∂2f

∂y∂x

)
=

∂3f

∂y2∂x

and using Clairaut’s Theorem it can be shown that fxyy = fyxy = fyyx if these
functions are continuous.

Example 8. Calculate fxxyz if f(x, y, z) = sin(3x+ yz).

Definition 14.3.7. The partial differential equation

∂2u

∂x2
+
∂2u

∂y2
= 0

is called Laplace’s equation. Solutions of this equation are called harmonic
functions.
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Example 9. Show that the function u(x, y) = ex sin y is a solution of Laplace’s
equation.

Definition 14.3.8. The wave equation

∂2u

∂t2
= a2∂

2u

∂x2

describes the motion of a waveform, which could be an ocean wave, a sound
wave, a light wave, or a wave traveling along a vibration string.

Example 10. Verify that the function u(x, t) = sin(x− at) satisfies the wave
equation.
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14.4 Tangent Planes & Linear Approximations

928 CHAPTER 14  Partial Derivatives

Tangent Planes
Suppose a surface S has equation z − f sx, yd, where f  has continuous first partial deriva-
tives, and let Psx0, y0, z0 d be a point on S. As in the preceding section, let C1 and C2 be  
the curves obtained by intersecting the vertical planes y − y0 and x − x0 with the sur-
face S. Then the point P lies on both C1 and C2. Let T1 and T2 be the tangent lines to the 
curves C1 and C2 at the point P. Then the tangent plane to the surface S at the point P is 
defined to be the plane that contains both tangent lines T1 and T2. (See Figure 1.)

We will see in Section 14.6 that if C is any other curve that lies on the surface S and 
passes through P, then its tangent line at P also lies in the tangent plane. Therefore you 
can think of the tangent plane to S at P as consisting of all possible tangent lines at P to 
curves that lie on S and pass through P. The tangent plane at P is the plane that most 
closely approx imates the surface S near the point P.

We know from Equation 12.5.7 that any plane passing through the point Psx0, y0, z0 d 
has an equation of the form

Asx 2 x0 d 1 Bsy 2 y0 d 1 Csz 2 z0 d − 0

By dividing this equation by C and letting a − 2AyC and b − 2ByC, we can write it in 
the form

1   z 2 z0 − asx 2 x0d 1 bsy 2 y0 d 

If Equation 1 represents the tangent plane at P, then its intersection with the plane y − y0 
must be the tangent line T1. Setting y − y0 in Equation 1 gives

z 2 z0 − asx 2 x0 d      where y − y0

and we recognize this as the equation (in point-slope form) of a line with slope a. But 
from Section 14.3 we know that the slope of the tangent T1 is fxsx0, y0 d. Therefore 
a − fxsx0, y0 d.

Similarly, putting x − x0 in Equation 1, we get z 2 z0 − bsy 2 y0 d, which must rep-
resent the tangent line T2, so b − fysx0, y0 d.

2   Suppose f  has continuous partial derivatives. An equation of the tangent 
plane to the surface z − f sx, yd at the point Psx0, y0, z0 d is

z 2 z0 − fxsx0, y0 dsx 2 x0 d 1 fysx0, y0 dsy 2 y0 d

EXAMPLE 1 Find the tangent plane to the elliptic paraboloid z − 2x 2 1 y 2 at the  
point s1, 1, 3d.

SOLUTION Let f sx, yd − 2x 2 1 y 2. Then

  fxsx, yd − 4x fysx, yd − 2y

  fxs1, 1d − 4  fys1, 1d − 2

Then (2) gives the equation of the tangent plane at s1, 1, 3d as

 z 2 3 − 4sx 2 1d 1 2sy 2 1d

or  z − 4x 1 2y 2 3  ■

Figure 2(a) shows the elliptic paraboloid and its tangent plane at (1, 1, 3) that we 
found in Example 1. In parts (b) and (c) we zoom in toward the point (1, 1, 3) by restrict-

Note the similarity between the equa-
tion of a tangent plane and the equation 
of a tangent line:

y 2 y0 − f 9sx0 dsx 2 x0 d

FIGURE 1  
The tangent plane contains the  
tangent lines T1 and T2.

y

x

z

T¡

T™

C¡
C™P

0

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

Definition 14.4.1. Suppose a surface S has equation z =
f(x, y), where f has continuous first partial derivatives, and
let P (x0, y0, z0) be a point on S. Let C1 and C2 be the
curves obtained by intersecting the vertical planes y = y0

and x = x0 with the surface S, so that P lies on both C1 and
C2. Let T1 and T2 be the tangent lines to the curves C1 and
C2 at the point P . Then the tangent plane to the surface S
at the point P is defined to be the plane that contains both
tangent lines T1 and T2. (See the figure.)

Theorem 14.4.1. Suppose f has continuous partial derivatives. An equation
of the tangent plane to the surface z = f(x, y) at the point P (x0, y0, z0) is

z − z0 = fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0).

Proof. Any line passing through P has an equation of the form

A(x− x0) +B(y − y0) + C(z − z0) = 0.

By dividing this equation by C and letting a = −A/C and b = −B/C, we can
write it in the form

z − z0 = a(x− x0) + b(y − y0).

If this equation represents the tangent plane at P , then its intersection with
the tangent line y = y0 must be T1, so by letting y = y0 we get

z − z0 = a(x− x0)

as the equation of T1, and since T1 has slope fx(x0, y0), we have a = fx(x0, y0).
Similarly, by letting x = x0, we get z − z0 = b(y − y0) as the equation of T2,
so b = fy(x0, y0).

Example 1. Find the tangent plane to the elliptic paraboloid z = 2x2 + y2

at the point (1, 1, 3).
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Definition 14.4.2. The linear function whose graph is the tangent plane at
the point to the graph of a function f of two variables at the point (a, b, f(a, b))
is called the linearization of f at (a, b) and is given by

L(x, y) = f(a, b) + fx(a, b)(x− a) + fy(a, b)(y − b).

The approximation

f(x, y) ≈ f(a, b) + fx(a, b)(x− a) + fy(a, b)(y − b)

is called the linear approximation or the tangent line approximation of f at
(a, b).

Definition 14.4.3. Suppose z = f(x, y) is a function of two variables where
x changes from a to a + ∆x and y changes from b to b + ∆y. Then the
corresponding increment of z is

∆z = f(a+ ∆x, b+ ∆y)− f(a, b).

Definition 14.4.4. If z = f(x, y), then f is differentiable at (a, b) if ∆z can
be expressed in the form

∆z = fx(a, b)∆x+ fy(a, b)∆y + ε1∆x+ ε2∆y

where ε1 and ε2 → 0 as (∆x,∆y)→ (0, 0).

Theorem 14.4.2. If the partial derivatives fx and fy exist near (a, b) and are
continuous at (a, b), then f is differentiable at (a, b).

Example 2. Show that f(x, y) = xexy is differentiable at (1, 0) and find its
linearization there. Then use it to approximate f(1.1,−0.1).
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Example 3. On a hot day, extreme humidity makes us think the temperature
is higher than it really is, whereas in very dry air we perceive the temperature
to be lower than the thermometer indicates. The National Weather Service
has devised the heat index (also called the temperature-humidity index, or
humidex, in some countries) to describe the combined effects of temperature
and humidity. The heat index I is the perceived air temperature when the
actual temperature is T and the relative humidity is H. So I is a function of
T and H and we can write I = f(T,H). The following table of values of I is
an excerpt from a table compiled by the National Weather Service.

Heat index I as a function of temperature and humidity

T
H 50 55 60 65 70 75 80 85 90

90 96 98 100 103 106 109 112 115 119

92 100 103 105 108 112 115 119 123 128

94 104 107 111 114 118 122 127 132 137

96 109 113 116 121 125 130 135 141 146

98 114 118 123 127 133 138 144 150 157

100 119 124 129 135 141 147 154 161 168

Relative humidity (%)

Actual
temperature

(°F)

Find a linear approximation for the heat index I = f(T,H) when T is near
96°F and H is near 70%. Use it to estimate the heat index when the temper-
ature is 97°F and the relative humidity is 72%.
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Definition 14.4.5. For a differentiable function of two variables, z = f(x, y),
we define the differentials dx and dy to be independent variables; that is,
they can be given any values. Then the differential dz, also called the total
differential, is defined by

dz = fx(x, y)dx+ fy(x, y)dy =
∂z

∂x
dx+

∂z

∂y
dy.

Example 4.

(a) If z = f(x, y) = x2 + 3xy − y2, find the differential dz.

(b) If x changes from from 2 to 2.05 and y changes from 3 to 2.96, compare
the values of ∆z and dz.

Example 5. The base radius and height of a right circular cone are measured
as 10 cm and 25 cm, respectively, with a possible error in measurement of as
much as 0.1 cm in each. Use differentials to estimate the maximum error in
the calculated volume of the cone.
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Remark 1. Linear approximations, differentiability, and differentials can be
defined in a similar manner for functions of more than two variables. A differ-
entiable function is defined by an expression similar to the one in Definition
14.4.4. For such functions the linear approximation is

f(x, y, z) ≈ f(a, b, c) + fx(a, b, c)(x− a) + fy(a, b, c)(y − b) + fz(a, b, c)(z − c)

and the linearization L(x, y, z) is the right side of this expression.
If w = f(x, y, z) then the increment of w is

∆w = f(x+ ∆x, y + ∆y, z + ∆z)− f(x, y, z).

The differential dw is defined in terms of the differentials dx, dy, and dz of the
independent variables by

dw =
∂w

∂x
dx+

∂w

∂y
dy +

∂w

∂z
dz.

Example 6. The dimensions of a rectangular box are measured to be 75 cm,
60 cm, and 40 cm, and each measurement is correct to within 0.2 cm. Use
differentials to estimate the largest possible error when the volume of the box
is calculated from these measurements.
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14.5 The Chain Rule

Theorem 14.5.1 (The Chain Rule (Case 1)). Suppose that z = f(x, y) is a
differentiable function of x and y, where x = g(t) and y = h(t) are differen-
tiable functions of t. Then z is a differentiable function of t and

dz

dt
=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
.

Proof.

∆z =
∂f

∂x
∆x+

∂f

∂y
∆y + ε1∆x+ ε2∆y

where ε1 and ε2 → 0 as (∆x,∆y)→ (0, 0). Dividing both sides of this equation
by ∆t, we have

∆z

∆t
=
∂f

∂x

∆x

∆t
+
∂f

∂y

∆y

∆t
+ ε1

∆x

∆t
+ ε2

∆y

∆t
.

If we now let ∆t→ 0, then ∆x = g(t+∆t)−g(t)→ 0 because g is differentiable
and therefore continuous. Similarly, ∆y → 0. This, in turn, means that ε1 → 0
and ε2 → 0, so

dz

dt
= lim

∆t→0

∆z

∆t

=
∂f

∂x
lim

∆t→0

∆x

∆t
+
∂f

∂y
lim

∆t→0

∆y

∆t
+

(
lim

∆t→0
ε1

)
lim

∆t→0

∆x

∆t
+

(
lim

∆t→0
ε2

)
lim

∆t→0

∆y

∆t

=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
+ 0 · dx

dt
+ 0 · dy

dt

=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
.

Example 1. If z = x2y + 3xy4, where x = sin 2t and y = cos t, find dz/dt
when t = 0.
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Example 2. The pressure P (in kilopascals), volume V (in liters), and tem-
perature T (in kelvins) of a mole of an ideal gas are related by the equation
PV = 8.31T . Find the rate at which the pressure is changing when the tem-
perature is 300 K and increasing at a rate of 0.1 K/s and the volume is 100 L
and increasing at a rate of 0.2 L/s.

Theorem 14.5.2 (The Chain Rule (Case 2)). Suppose that z = f(x, y) is
a differentiable function of x and y, where x = g(s, t) and y = h(s, t) are
differentiable functions of s and t. Then

∂z

∂s
=
∂z

∂x

∂x

∂s
+
∂z

∂y

∂y

∂s

∂z

∂t
=
∂z

∂x

∂x

∂t
+
∂z

∂y

∂y

∂t
.

Example 3. If z = ex sin y, where x = st2 and y = s2t, find ∂z/∂s and ∂z/∂t.
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Theorem 14.5.3 (The Chain Rule (General Version)). Suppose that u is a
differentiable function of the n variables x1, x2, . . . , xn and each xj is a dif-
ferentiable function of the m variables t1, t2, . . . , tm. Then u is a function of
t1, t2, . . . , tm and

∂u

∂ti
=

∂u

∂x1

∂x1

∂ti
+

∂u

∂x2

∂x2

∂ti
+ · · ·+ ∂u

∂xn

∂xn
∂ti

for each i = 1, 2, . . . ,m.

Example 4. Write out the Chain Rule for the case where w = f(x, y, z, t)
and x = x(u, v), y = y(u, v), z = z(u, v), and t = t(u, v).

Example 5. If u = x4y + y2z3, where x = rset, y = rs2e−t, and z = r2s sin t,
find the value of ∂u/∂s when r = 2, s = 1, t = 0.
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Example 6. If g(s, t) = f(s2− t2, t2− s2) and f is differentiable, show that g
satisfies the equation

t
∂g

∂s
+ s

∂g

∂t
= 0.

Example 7. If z = f(x, y) has continuous second-order partial derivatives
and x = r2 + s2 and y = 2rs, find

(a) ∂z/∂r
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(b) ∂2z/∂r2

Theorem 14.5.4 (Implicit Differentiation). Suppose that an equation of the
form F (x, y) = 0 defines y implicitly as a differentiable function of x, that
is, y = f(x), where F (x, f(x)) = 0 for all x in the domain of f . If F is
differentiable,

dy

dx
= −

∂F

∂x
∂F

∂y

= −Fx
Fy
.

Proof. If F is differentiable, we can apply Case 1 of the Chain Rule to differ-
entiate both sides of the equation F (x, y) = 0 with respect to x to get

∂F

∂x

dx

dx
+
∂F

∂y

dy

dx
= 0.

But dy/dx = 1, so if ∂F/∂y 6= 0 we can solve for dy/dx and obtain the desired
result.
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Example 8. Find y′ if x3 + y3 = 6xy.

Theorem 14.5.5. Suppose that z is given implicitly as a function z = f(x, y)
by an equation of the form F (x, y, z) = 0. This means that F (x, y, f(x, y)) = 0
for all (x, y) in the domain of f . If F and f are differentiable,

∂z

∂x
= −

∂F

∂x
∂F

∂z

∂z

∂y
= −

∂F

∂y
∂F

∂z

.

Example 9. Find
∂z

∂x
and

∂z

∂y
if x3 + y3 + z3 + 6xyz = 1.
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14.6 Directional Derivatives and the Gradient

Definition 14.6.1. The directional derivative of f at (x0, y0) in the direction
of a unit vector u = 〈a, b〉 is

Duf(x0, y0) = lim
h→0

f(x0 + ha, y0 + hb)− f(x0, y0)

h
,

if this limit exists.

946 CHAPTER 14  Partial Derivatives

 57.  If f  is homogeneous of degree n, show that 

fxst x, t yd − t n21fxsx, yd

 58.  Suppose that the equation Fsx, y, zd − 0 implicitly defines each 
of the three variables x, y, and z as functions of the other two: 
z − f sx, yd, y − tsx, zd, x − h sy, zd. If F is differentiable and 
Fx, Fy, and Fz are all nonzero, show that

−z
−x

 
−x
−y

 
−y
−z

− 21

 59.  Equation 6 is a formula for the derivative dyydx of a function 
defined implicitly by an equation F sx, yd − 0, provided that F  
is differentiable and Fy ± 0. Prove that if F has continuous sec-
ond derivatives, then a formula for the second derivative of y is

d 2 y
dx 2 − 2

FxxFy
2 2 2FxyFxFy 1 FyyFx

2

Fy
3  

 55.  A function f  is called homogeneous of degree n if it satisfies 
the equation 

f st x, t yd − t nf sx, yd 

   for all t, where n is a positive integer and f  has continuous 
second-order partial derivatives.

 (a)  Verify that f sx, yd − x 2y 1 2xy 2 1 5y 3 is homogeneous  
of degree 3.

 (b)  Show that if f  is homogeneous of degree n, then

x 
−f
−x

1 y 
−f
−y

− n f sx, yd

   [Hint: Use the Chain Rule to differentiate f stx, t yd with 
respect to t.]

 56. If f  is homogeneous of degree n, show that

x2 
−2f
−x 2 1 2xy 

−2f
−x −y

1 y 2 
−2f
−y 2 − nsn 2 1d f sx, yd

The weather map in Figure 1 shows a contour map of the temperature function Tsx, yd for 
the states of California and Nevada at 3:00 pm on a day in October. The level curves, or 
isothermals, join locations with the same temperature. The partial derivative Tx at a loca-
tion such as Reno is the rate of change of temperature with respect to distance if we travel 
east from Reno; Ty is the rate of change of temperature if we travel north. But what if we 
want to know the rate of change of temperature when we travel southeast (toward Las 
Vegas), or in some other direction? In this section we introduce a type of derivative, 
called a directional derivative, that enables us to find the rate of change of a function of 
two or more variables in any direction.

Directional Derivatives
Recall that if z − f sx, yd, then the partial derivatives fx and fy are defined as

1  

  fxsx0, y0 d − lim
h  l 0

 
 f sx0 1 h , y0 d 2 f sx0, y0 d

h
 

 fysx0, y0 d − lim
h  l 0

 
 f sx0, y0 1 h d 2 f sx0, y0 d

h

and represent the rates of change of z in the x- and y-directions, that is, in the directions 
of the unit vectors i and j.

Suppose that we now wish to find the rate of change of z at sx0, y0 d in the direction of 
an arbitrary unit vector u − ka, bl. (See Figure 2.) To do this we consider the surface S 
with the equation z − f sx, yd (the graph of f ) and we let z0 − f sx0, y0 d. Then the point 
Psx0, y0, z0 d lies on S. The vertical plane that passes through P in the direction of u inter-
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Example 1. Use the weather map in the figure to estimate
the value of the directional derivative of the temperature
function at Reno in the southeasterly direction.
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Theorem 14.6.1. If f is a differentiable function of x and y, then f has a
directional derivative in the direction of any unit vector u = 〈a, b〉 and

Duf(x, y) = fx(x, y)a+ fy(x, y)b.

Proof. If we define a function g of the single variable h by

g(h) = f(x0 + ha, y0 + hb)

then, by the definition of the derivative, we have

g′(0) = lim
h→0

g(h)− g(0)

h
= lim

h→0

f(x0 + ha, y0 + hb)− f(x0, y0)

h
= Duf(x0, y0).

On the other hand, we can write g(h) = f(x, y), where x = x0+ha, y = y0+hb,
so the Chain Rule gives

g′(h) =
∂f

∂x

dx

dh
+
∂f

∂y

dy

dh
= fx(x, y)a+ fy(x, y)b.

If we now put h = 0, then x = x0, y = y0, and

g′(0) = fx(x0, y0)a+ fy(x0, y0)b.

Thus

Duf(x0, y0) = fx(x0, y0)a+ fy(x0, y0)b.

946 CHAPTER 14  Partial Derivatives

 57.  If f  is homogeneous of degree n, show that 

fxst x, t yd − t n21fxsx, yd

 58.  Suppose that the equation Fsx, y, zd − 0 implicitly de!nes each 
of the three variables x, y, and z as functions of the other two: 
z − f sx, yd, y − tsx, zd, x − hsy, zd. If F is differentiable and 
Fx, Fy, and Fz are all nonzero, show that

−z
−x

 
−x
−y

 
−y
−z

− 21

 59.  Equation 6 is a formula for the derivative dyydx of a function 
de!ned implicitly by an equation F sx, yd − 0, provided that F  
is differentiable and Fy ± 0. Prove that if F has continuous sec-
ond derivatives, then a formula for the second derivative of y is

d 2 y
dx 2 − 2

FxxFy
2 2 2FxyFxFy 1 FyyFx

2

Fy
3  

 55.  A function f  is called homogeneous of degree n if it satis!es 
the equation 

f st x, t yd − t nf sx, yd 

   for all t, where n is a positive integer and f  has continuous 
second-order partial derivatives.

 (a)  Verify that f sx, yd − x 2y 1 2xy 2 1 5y 3 is homogeneous  
of degree 3.

 (b)  Show that if f  is homogeneous of degree n, then

x 
−f
−x

1 y 
−f
−y

− n f sx, yd

   [Hint: Use the Chain Rule to differentiate f stx, t yd with 
respect to t.]

 56. If f  is homogeneous of degree n, show that

x2 
−2f
−x 2 1 2xy 

−2f
−x −y

1 y 2 
−2f
−y 2 − nsn 2 1d f sx, yd

The weather map in Figure 1 shows a contour map of the temperature function Tsx, yd for 
the states of California and Nevada at 3:00 pm on a day in October. The level curves, or 
isothermals, join locations with the same temperature. The partial derivative Tx at a loca-
tion such as Reno is the rate of change of temperature with respect to distance if we travel 
east from Reno; Ty is the rate of change of temperature if we travel north. But what if we 
want to know the rate of change of temperature when we travel southeast (toward Las 
Vegas), or in some other direction? In this section we introduce a type of derivative, 
called a directional derivative, that enables us to !nd the rate of change of a function of 
two or more variables in any direction.

Directional Derivatives
Recall that if z − f sx, yd, then the partial derivatives fx and fy are de!ned as

1  

  fxsx0, y0 d − lim
h l 0

 
 f sx0 1 h, y0 d 2 f sx0, y0 d

h
 

 fysx0, y0 d − lim
h l 0

 
 f sx0, y0 1 hd 2 f sx0, y0 d

h

and represent the rates of change of z in the x- and y-directions, that is, in the directions 
of the unit vectors i and j.

Suppose that we now wish to !nd the rate of change of z at sx0, y0 d in the direction of 
an arbitrary unit vector u − ka, bl. (See Figure 2.) To do this we consider the surface S 
with the equation z − f sx, yd (the graph of f ) and we let z0 − f sx0, y0 d. Then the point 
Psx0, y0, z0 d lies on S. The vertical plane that passes through P in the direction of u inter-
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Remark 1. If the unit vector u makes an angle θ with the
positive x-axis (as in the figure), then we can write u =
〈cos θ, sin θ〉 and the formula in Theorem 14.6.1 becomes

Duf(x, y) = fx(x, y) cos θ + fy(x, y) sin θ.
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Example 2. Find the directional derivative Duf(x, y) if

f(x, y) = x3 − 3xy + 4y2

and u is the unit vector given by angle θ = π/6. What is Duf(1, 2)?

Definition 14.6.2. If f is a function of two variables x and y, then the gra-
dient of f is the vector function ∇f (or gradf) defined by

∇f(x, y) = 〈fx(x, y), fy(x, y)〉 =
∂f

∂x
i +

∂f

∂y
j.

Example 3. If f(x, y) = sin x+ exy, then find ∇f(x, y) and ∇f(0, 1).

Remark 2. With this notation for the gradient vector, we can rewrite the
equation for the directional derivative of a differentiable function as

Duf(x, y) = ∇f(x, y) · u.

This expresses the directional derivative in the direction of a unit vector u as
the scalar projection of the gradient vector onto u.
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Example 4. Find the directional derivative of the function f(x, y) = x2y3−4y
at the point (2,−1) in the direction of the vector v = 2i + 5j.

Definition 14.6.3. The directional derivative of f at (x0, y0, z0) in the direc-
tion of a unit vector u = 〈a, b, c〉 is

Duf(x0, y0, z0) = lim
h→0

f(x0 + ha, y0 + hb, z0 + hc)− f(x0, y0, z0)

h

if this limit exists. More compactly,

Duf(x0) = lim
h→0

f(x0 + hu)− f(x0)

h

where x0 = 〈x0, y0〉 if n = 2 and x0 = 〈x0, y0, z0〉 if n = 3.

Remark 3. If f(x, y, z) is differentiable and u = 〈a, b, c〉, then the same method
that was used to prove Theorem 14.6.1 can be used to show that

Duf(x, y, z) = fx(x, y, z)a+ fy(x, y, z)b+ fz(x, y, z)c.

For a function of three variables, the gradient vector, denoted by∇f or gradf ,
is

∇f(x, y, z) = 〈fx(x, y, z), fy(x, y, z), fz(x, y, z)〉,
or, for short,

∇f = 〈fx, fy, fz〉 =
∂f

∂x
i +

∂f

∂y
j +

∂f

∂z
k.

Just as with functions of two variables, the directional derivative can be rewrit-
ten as

Duf(x, y, z) = ∇f(x, y, z) · u.
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Example 5. If f(x, y, z) = x sin yz,

(a) find the gradient of f

(b) find the directional derivative of f at (1, 3, 0) in the direction of v =
i + 2j− k.

Theorem 14.6.2. Suppose f is a differentiable function of two or three vari-
ables. The maximum value of the directional derivative Duf(x) is |∇f(x)| and
it occurs when u has the same direction as the gradient vector ∇f(x).

Proof.
Duf = ∇f · u = |∇f ||u| cos θ = |∇f | cos θ

where θ is the angle between ∇f and u. The maximum value of cos θ is 1 and
this occurs when θ = 0. Therefore the maximum value of Duf is |∇f | and it
occurs when θ = 0, that is, when u has the same direction as ∇f .
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Example 6.

(a) If f(x, y) = xey, find the rate of change of f at the point P (2, 0) in the
direction from P to Q

(
1
2
, 2
)
.

(b) In what direction does f have the maximum rate of change? What is this
maximum rate of change?
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Example 7. Suppose that the temperature at a point (x, y, z) in space is given
by T (x, y, z) = 80/(1+x2 +2y2 +3z2), where T is measured in degrees Celsius
and x, y, z, in meters. In which direction does the temperature increase fastest
at the point (1, 1,−2)? What is the maximum rate of increase?

954 CHAPTER 14  Partial Derivatives

Tangent Planes to Level Surfaces
Suppose S is a surface with equation Fsx, y, zd − k, that is, it is a level surface of a func-
tion F of three variables, and let Psx0, y0, z0 d be a point on S. Let C be any curve that lies 
on the surface S and passes through the point P. Recall from Section 13.1 that the  
curve C is described by a continuous vector function rstd − kxstd, ystd, zstd l. Let t0 be the 
parameter value corresponding to P; that is, rst0d − kx0, y0, z0 l. Since C lies on S, any 
point sxstd, ystd, zstdd must satisfy the equation of S, that is,

16  Fsxstd, ystd, zstdd − k 

If x, y, and z are differentiable functions of t and F is also differentiable, then we can use 
the Chain Rule to differentiate both sides of Equation 16 as follows:

17  
−F
−x

 
dx
dt

1
−F
−y

 
dy
dt

1
−F
−z

 
dz
dt

− 0 

But, since =F − kFx , Fy , Fz l and r9std − kx9std, y9std, z9std l, Equation 17 can be written in 
terms of a dot product as

=F ? r9std − 0

In particular, when t − t0 we have rst0d − kx0, y0, z0 l, so

18  =Fsx0, y0, z0 d ? r9st0 d − 0 

Equation 18 says that the gradient vector at P, =Fsx0, y0, z0 d, is perpendicular to the  
tangent vector r9st0 d to any curve C on S that passes through P. (See Figure 9.) If 
=Fsx0, y0, z0 d ± 0, it is therefore natural to define the tangent plane to the level surface 
Fsx, y, zd − k at Psx0, y0, z0 d as the plane that passes through P and has normal vector 
=Fsx0, y0, z0 d. Using the standard equation of a plane (Equation 12.5.7), we can write the 
equation of this tangent plane as

19  Fxsx0, y0, z0 dsx 2 x0 d 1 Fysx0, y0, z0 dsy 2 y0 d 1 Fzsx0, y0, z0 dsz 2 z0 d − 0

The normal line to S at P is the line passing through P and perpendicular to the tan- 
gent plane. The direction of the normal line is therefore given by the gradient vector 
=Fsx0, y0, z0 d and so, by Equation 12.5.3, its symmetric equations are

20  
x 2 x0

Fxsx0, y0, z0 d
−

y 2 y0

Fysx0, y0, z0 d
−

z 2 z0

Fzsx0, y0, z0 d
 

In the special case in which the equation of a surface S is of the form z − f sx, yd 
(that is, S is the graph of a function f  of two variables), we can rewrite the equation as

Fsx, y, zd − f sx, yd 2 z − 0

and regard S as a level surface (with k − 0) of F. Then

 Fxsx0, y0, z0 d − fxsx0, y0 d

 Fysx0, y0, z0 d − fysx0, y0 d

 Fzsx0, y0, z0 d − 21 

0 
S C 

±F (x ̧ , y ̧,  z¸) 
tangent plane 

P r ª(t¸ ) 

x 

z 

y 

FIGURE 9
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Definition 14.6.4. If ∇F (x0, y0, z0) 6= 0, the tangent plane
to the level surface F (x, y, z) = k at P (x0, y0, z0) is the plane
that passes through P and has normal vector ∇F (x0, y0, z0).
(See the figure.) Using the standard equation of a plane, we
can write the equation of this tangent plane as

Fx(x0, y0, z0)(x−x0)+Fy(x0, y0, z0)(y−y0)+Fz(x0, y0, z0)(x−x0).
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Definition 14.6.5. The normal line to the level surface F (x, y, z) = k at
P (x0, y0, z0) is the line passing through P and perpendicular to the tangent
plane. The direction of the normal line is therefore given by the gradient vector
∇F (x0, y0, z0) and so its symmetric equations are

x− x0

Fx(x0, y0, z0)
=

y − y0

Fy(x0, y0, z0)
=

z − z0

Fz(x0, y0, z0)
.

Example 8. Find the equations of the tangent plane and normal line at the
point (−2, 1,−3) to the ellipsoid

x2

4
+ y2 +

z2

9
= 3.
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14.7 Maximum and Minimum Values

Definition 14.7.1. A function of two variables has a local maximum at (a, b)
if f(x, y) ≤ f(a, b) when (x, y) is near (a, b). The number f(a, b) is called a
local maximum value. If f(x, y) ≥ f(a, b) when (x, y) is near (a, b), then f
has a local minimum at (a, b) and f(a, b) is a local minimum value. If these
inequalities hold for all points (x, y) in the domain of f , then f has an absolute
maximum (or absolute minimum) at (a, b).

Theorem 14.7.1. If f has a local maximum or minimum at (a, b) and the
first-order partial derivatives of f exist there, then fx(a, b) = 0 and fy(a, b) =
0.

Proof. Let g(x) = f(x, b). If f has a local maximum (or minimum) at (a, b),
then g has a local maximum (or minimum) at a, so g′(a) = 0 by Fermat’s
Theorem. But g′(a) = fx(a, b) and so fx(a, b) = 0. Similarly, by applying
Fermat’s Theorem to the function G(y) = f(a, y), we obtain fy(a, b) = 0.

Definition 14.7.2. A point (a, b) is called a critical point (or stationary point)
of f if fx(a, b) = 0 and fy(a, b) = 0, or if one of these partial derivatives does
not exist.

Example 1. Find the extreme values of f(x, y) = x2 + y2 − 2x− 6y + 14.
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Example 2. Find the extreme values of f(x, y) = y2 − x2.

Theorem 14.7.2 (Second Derivatives Test). Suppose the second partial deriva-
tives of f are continuous on a disk with center (a, b), and suppose that fx(a, b) =
0 and fy(a, b) = 0. Let

D = D(a, b) = fxx(a, b)fyy(a, b)− [fxy(a, b)]
2.

(a) If D > 0 and fxx(a, b) > 0, then f(a, b) is a local minimum.

(b) If D > 0 and fxx(a, b) < 0, then f(a, b) is a local maximum.

(c) If D < 0, then f(a, b) is not a local maximum or minimum.

Remark 1. In case (c) the point (a, b) is called a saddle point of f and the
graph of f crosses its tangent plane at (a, b).

Remark 2. If D = 0, the test gives no information: f could have a local
maximum or local minimum at (a, b), or (a, b) could be a saddle point of f .

Remark 3. To remember the formula for D, it’s helpful to write it as a deter-
minant:

D =

∣∣∣∣∣fxx fxy
fyx fyy

∣∣∣∣∣ = fxxfyy − (fxy)
2.
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Example 3. Find the local maximum and minimum values and saddle points
of f(x, y) = x4 + y4 − 4xy + 1.
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Example 4. Find and classify the critical points of the function

f(x, y) = 10x2y − 5x2 − 4y2 − x4 − 2y4.
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Example 5. Find the shortest distance from the point (1, 0,−2) to the plane
x+ 2y + z = 4.
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Example 6. A rectangular box without a lid is to be made from 12 m2 of
cardboard. Find the maximum volume of such a box.
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Definition 14.7.3. A closed set in R2 is one that contains all its boundary
points. [A boundary point of D is a point (a, b) such that every disk with
center (a, b) contains points in D and also points not in D.]
A bounded set in R2 is one that is contained within some disk.

 SECTION 14.7  Maximum and Minimum Values 965

Solving this equation for z, we get z − s12 2 xydyf2sx 1 ydg, so the expression for V  
becomes

V − xy 
12 2 xy
2sx 1 yd

−
12xy 2 x 2 y 2

2sx 1 yd

We compute the partial derivatives:

−V
−x

−
y 2s12 2 2xy 2 x 2 d

2sx 1 yd2       
−V
−y

−
x 2s12 2 2xy 2 y 2 d

2sx 1 yd2

If V  is a maximum, then −Vy−x − −Vy−y − 0, but x − 0 or y − 0 gives V − 0, so we 
must solve the equations

12 2 2xy 2 x 2 − 0      12 2 2xy 2 y 2 − 0

These imply that x 2 − y 2 and so x − y. (Note that x and y must both be positive in this 
problem.) If we put x − y in either equation we get 12 2 3x 2 − 0, which gives x − 2, 
y − 2, and z − s12 2 2 ? 2dyf2s2 1 2dg − 1.

We could use the Second Derivatives Test to show that this gives a local maximum  
of V, or we could simply argue from the physical nature of this problem that there must 
be an absolute maximum volume, which has to occur at a critical point of V, so it must 
occur when x − 2, y − 2, z − 1. Then V − 2 ? 2 ? 1 − 4, so the maximum volume of 
the box is 4 m3. ■

Absolute Maximum and Minimum Values
For a function f  of one variable, the Extreme Value Theorem says that if f  is continuous 
on a closed interval fa, bg, then f  has an absolute minimum value and an absolute maxi-
mum value. According to the Closed Interval Method in Section 4.1, we found these by 
evaluating f  not only at the critical numbers but also at the endpoints a and b.

There is a similar situation for functions of two variables. Just as a closed interval 
contains its endpoints, a closed set in R 2 is one that contains all its boundary points. [A 
boundary point of D is a point sa, bd such that every disk with center sa, bd contains 
points in D and also points not in D.] For instance, the disk

D − hsx, yd | x 2 1 y 2 < 1j

which consists of all points on or inside the circle x 2 1 y 2 − 1, is a closed set because  
it contains all of its boundary points (which are the points on the circle x 2 1 y 2 − 1). 
But if even one point on the boundary curve were omitted, the set would not be closed. 
(See Figure 11.)

A bounded set in R 2 is one that is contained within some disk. In other words, it is 
finite in extent. Then, in terms of closed and bounded sets, we can state the following 
counterpart of the Extreme Value Theorem in two dimensions.

8  Extreme Value Theorem for Functions of Two Variables If f  is continu-
ous on a closed, bounded set D in R 2, then f  attains an absolute maximum value 
f sx1, y1d and an absolute minimum value f sx2, y2 d at some points sx1, y1d and 
sx2, y2d in D.
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Closed sets

 SECTION 14.7  Maximum and Minimum Values 965

Solving this equation for z, we get z − s12 2 xydyf2sx 1 ydg, so the expression for V  
becomes

V − xy 
12 2 xy
2sx 1 yd

−
12xy 2 x 2 y 2

2sx 1 yd

We compute the partial derivatives:

−V
−x

−
y 2s12 2 2xy 2 x 2 d

2sx 1 yd2       
−V
−y

−
x 2s12 2 2xy 2 y 2 d

2sx 1 yd2

If V  is a maximum, then −Vy−x − −Vy−y − 0, but x − 0 or y − 0 gives V − 0, so we 
must solve the equations

12 2 2xy 2 x 2 − 0      12 2 2xy 2 y 2 − 0

These imply that x 2 − y 2 and so x − y. (Note that x and y must both be positive in this 
problem.) If we put x − y in either equation we get 12 2 3x 2 − 0, which gives x − 2, 
y − 2, and z − s12 2 2 ? 2dyf2s2 1 2dg − 1.

We could use the Second Derivatives Test to show that this gives a local maximum  
of V, or we could simply argue from the physical nature of this problem that there must 
be an absolute maximum volume, which has to occur at a critical point of V, so it must 
occur when x − 2, y − 2, z − 1. Then V − 2 ? 2 ? 1 − 4, so the maximum volume of 
the box is 4 m3. Q

Absolute Maximum and Minimum Values
For a function f  of one variable, the Extreme Value Theorem says that if f  is continuous 
on a closed interval fa, bg, then f  has an absolute minimum value and an absolute maxi-
mum value. According to the Closed Interval Method in Section 4.1, we found these by 
evaluating f  not only at the critical numbers but also at the endpoints a and b.

There is a similar situation for functions of two variables. Just as a closed interval 
contains its endpoints, a closed set in R 2 is one that contains all its boundary points. [A 
boundary point of D is a point sa, bd such that every disk with center sa, bd contains 
points in D and also points not in D.] For instance, the disk

D − hsx, yd | x 2 1 y 2 < 1j

which consists of all points on or inside the circle x 2 1 y 2 − 1, is a closed set because  
it contains all of its boundary points (which are the points on the circle x 2 1 y 2 − 1). 
But if even one point on the boundary curve were omitted, the set would not be closed. 
(See Figure 11.)

A bounded set in R 2 is one that is contained within some disk. In other words, it is 
"nite in extent. Then, in terms of closed and bounded sets, we can state the following 
counterpart of the Extreme Value Theorem in two dimensions.

8  Extreme Value Theorem for Functions of Two Variables If f  is continu-
ous on a closed, bounded set D in R 2, then f  attains an absolute maximum value 
f sx1, y1d and an absolute minimum value f sx2, y2 d at some points sx1, y1d and 
sx2, y2d in D.
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Sets that are not closed

Theorem 14.7.3 (Extreme Value Theorem for Functions of Two Variables).
If f is continuous on a closed, bounded set D in R2, then f attains an absolute
maximum value f(x1, y1) and an absolute minimum value f(x2, y2) at some
points (x1, y1) and (x2, y2) in D.

Remark 4. To find the absolute maximum and minimum values of a continuous
function f on a closed, bounded set D:

1. Find the values of f at the critical points of f in D.

2. Find the extreme values of f on the boundary of D.

3. The largest of the values from steps 1 and 2 is the absolute maximum
value; the smallest of these values is the absolute minimum value.
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Example 7. Find the absolute maximum and minimum values of the function
f(x, y) = x2 − 2xy + 2y on the rectangle D = {(x, y) | 0 ≤ x ≤ 3, 0 ≤ y ≤ 2}.
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14.8 Lagrange Multipliers

Theorem 14.8.1 (Method of Lagrange Multipliers). To find the maximum
and minimum values of f(x, y, z) subject to the constraint g(x, y, z) = k [as-
suming that these extreme values exist and ∇g 6= 0 on the surface g(x, y, z) =
k]:

(a) Find all values of x, y, z, and λ such that

∇f(x, y, z) = λ∇g(x, y, z)

and
g(x, y, z) = k.

The number λ is called a Lagrange multiplier.

(b) Evaluate f at the points (x, y, z) that result from step (a). The largest of
these values is the maximum value of f ; the smallest is the minimum value
of f .
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Example 1. A rectangular box without a lid is to be made from 12 m2 of
cardboard. Find the maximum volume of such a box.
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Example 2. Find the extreme values of the function f(x, y) = x2 + 2y2 on
the circle x2 + y2 = 1.

Example 3. Find the extreme values of f(x, y) = x2+2y2 on the disk x2+y2 ≤
1.
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Example 4. Find the points on the sphere x2 + y2 + z2 = 4 that are closest
to and farthest from the point (3, 1,−1).
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Theorem 14.8.2 (Method of Lagrange Multipliers for Two Constraints). To
find the maximum and minimum values of f(x, y, z) subject to the constraints
g(x, y, z) = k and h(x, y, z) = c [assuming that these extreme values exist and
∇g 6= 0, ∇h 6= 0, and ∇g is not parallel to ∇h]:

(a) Find all values of x, y, z, λ, and µ such that

∇f(x, y, z) = λ∇g(x, y, z) + µ∇h(x, y, z)

and
g(x, y, z) = k h(x, y, z) = c.

The numbers λ and µ are called Lagrange multipliers.

(b) Evaluate f at the points (x, y, z) that result from step (a). The largest of
these values is the maximum value of f ; the smallest is the minimum value
of f .

Example 5. Find the maximum value of the function f(x, y, z) = x+ 2y+ 3z
on the curve of intersection of the plane x − y + z = 1 and the cylinder
x2 + y2 = 1.
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Chapter 15

Multiple Integrals

15.1 Double Integrals over Rectangles

Definition 15.1.1. The double integral of f over the rectangle R is

¨
R

f(x, y) dA = lim
m,n→∞

m∑
i=1

n∑
j=1

f(x∗ij, y
∗
ij) ∆A

if this limit exists. The points (x∗ij, y
∗
ij) are called sample points, ∆A = ∆x∆y

is the area of the subrectangle Rij formed by the subintervals [xi−1, xi] and
[yj−1, yj], and the sum is called a double Riemann sum.

SeCtIon 15.1  Double Integrals over Rectangles 989

as in Figure 3, we form the subrectangles

Rij − fxi21, xig 3 fyj21, yjg − hsx, yd | xi21 < x < xi, yj21 < y < yjj

each with area DA − Dx Dy.

yj-1

(x*£™, y*£™)

y
yj

y

x

d

c
›

0 ⁄ ¤

Rij

a b

(x*ij , y*ij)

(xi, yj)

Îx

Îy

xi-1 xi

If we choose a sample point sxij*, yij*d in each Rij, then we can approximate the part of 
S that lies above each Rij by a thin rectangular box (or “column”) with base Rij and height 
f sxij*, yij*d as shown in Figure 4. (Compare with Figure 1.) The volume of this box is the 
height of the box times the area of the base rectangle:

f sxij*, yij*d DA

If we follow this procedure for all the rectangles and add the volumes of the correspond-
ing boxes, we get an approximation to the total volume of S:

3 V < o
m

i−1
o

n

j−1
 f sxij*, yij*d DA 

(See Figure 5.) This double sum means that for each subrectangle we evaluate f  at the 
chosen point and multiply by the area of the subrectangle, and then we add the results.

0 
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FIGURE 3  
Dividing R into subrectangles
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Definition 15.1.2. If f(x, y) ≥ 0, then the volume V of the solid that lies
above the rectangle R and below the surface z = f(x, y) is

V =

¨
R

f(x, y) dA.

Example 1. Estimate the volume of the solid that lies above the square
R = [0, 2]× [0, 2] and below the elliptic paraboloid z = 16− x2 − 2y2. Divide
R into four equal squares and choose the sample point to be the upper right
corner of each square Rij. Sketch the solid and the approximating rectangular
boxes.

Example 2. If R = {(x, y) | −1 ≤ x ≤ 1,−2 ≤ y ≤ 2}, evaluate the integral

¨
R

√
1− x2 dA.
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Theorem 15.1.1 (Midpoint Rule for Double Integrals).

¨
R

f(x, y) dA ≈
m∑
i=1

n∑
j=1

f(x̄i, ȳj) ∆A

where x̄i is the midpoint of [xi−1, xi] and ȳi is the midpoint of [yj−1, yj].

Example 3. Use the Midpoint Rule with m = n = 2 to estimate the value of
the integral

˜
R

(x− 3y2) dA, where R = {(x, y) | 0 ≤ x ≤ 2, 1 ≤ y ≤ 2}.

Definition 15.1.3. Suppose that f is a function of two variables that is in-
tegrable on the rectangle R = [a, b]× [c, d]. We use the notation

´ b
a
f(x, y)dx

to mean that y is held fixed and f(x, y) is integrated with respect to x from
x = a to x = b. This procedure is called partial integration with respect to x.
Integrating this function gives us an iterated integral

ˆ d

c

ˆ b

a

f(x, y) dx dy =

ˆ d

c

[ˆ b

a

f(x, y) dx

]
dy

where we first integrate with respect to x (holding y fixed) from x = a to x = b
and then we integrate the resulting function of y with respect to y from y = c
to y = d.

112



Multivariable Calculus - Double Integrals over Rectangles 2019-2020

Example 4. Evaluate the iterated integrals.

(a)

ˆ 3

0

ˆ 2

1

x2y dy dx

(b)

ˆ 2

1

ˆ 3

0

x2y dx dy

Theorem 15.1.2 (Fubini’s Theorem). If f is continuous on the rectangle
R = {(x, y) | a ≤ x ≤ b, c ≤ y ≤ d}, then

¨
R

f(x, y) dA =

ˆ b

a

ˆ d

c

f(x, y) dy dx =

ˆ d

c

ˆ b

a

f(x, y) dx dy.

More generally, this is true if we assume that f is bounded on R, f is discon-
tinuous only on a finite number of smooth curves, and the iterated integrals
exist.
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Example 5. Evaluate the double integral
˜
R

(x−3y2) dA, where R = {(x, y) |
0 ≤ x ≤ 2, 1 ≤ y ≤ 2}.

Example 6. Evaluate
˜
R
y sin(xy) dA, where R = [1, 2]× [0, π].

Example 7. Find the volume of the solid S that is bounded by the elliptic
paraboloid x2 + 2y2 + z = 16, the planes x = 2 and y = 2, and the three
coordinate planes.
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Theorem 15.1.3.

¨
R

g(x)h(y) dA =

ˆ b

a

g(x) dx

ˆ d

c

h(y) dy where R = [a, b]× [c, d].

Proof. By Fubini’s Theorem,

¨
R

g(x)h(y) dA =

ˆ d

c

ˆ b

a

g(x)h(y) dx dy =

ˆ d

c

[ˆ b

a

g(x)h(y) dx

]
dy.

In the inner integral, y is a constant, so h(y) is a constant and we can write

ˆ d

c

[ˆ b

a

g(x)h(y) dx

]
dy =

ˆ d

c

h(y)

(ˆ b

a

g(x) dx

) dy =

ˆ b

a

g(x) dx

ˆ d

c

h(y) dy

since
´ b
a
g(x) dx is a constant.

Example 8. Find
˜
R

sinx cos y dA if R = [0, π/2]× [0, π/2].

Definition 15.1.4. The average value of a function f of two variables defined
on a rectangle R is

fave =
1

A(R)

¨
R

f(x, y) dA

where A(R) is the area of R.
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Example 9. The contour map in the figure shows the snowfall, in inches, that
fell on the state of Colorado on December 20 and 21, 2006. (The state is in
the shape of a rectangle that measures 388 mi west to east and 276 mi south
to north.) Use the contour map to estimate the average snowfall for the entire
state of Colorado on those days.

 SECTION 15.1  Double Integrals over Rectangles 997

Average Value
Recall from Section 6.5 that the average value of a function f  of one variable defined on 
an interval fa, bg is

fave −
1

b 2 a
 yb

a
 f sxd dx

In a similar fashion we define the average value of a function f  of two variables defined 
on a rectangle R to be

fave −
1

AsRd
 yy

R

  f sx, yd dA

where AsRd is the area of R.
If f sx, yd > 0, the equation

AsRd 3 fave − y
R

y  f sx, yd dA

says that the box with base R and height fave has the same volume as the solid that lies 
under the graph of f . [If z − f sx, yd describes a mountainous region and you chop off the 
tops of the mountains at height fave, then you can use them to fill in the valleys so that the 
region becomes completely flat. See Figure 17.]

EXAMPLE 9 The contour map in Figure 18 shows the snowfall, in inches, that fell on the 
state of Colorado on December 20 and 21, 2006. (The state is in the shape of a rectangle 
that measures 388 mi west to east and 276 mi south to north.) Use the contour map to 
estimate the average snowfall for the entire state of Colorado on those days.
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SOLUTION Let’s place the origin at the southwest corner of the state. Then 0 < x < 388, 
0 < y < 276, and f sx, yd is the snowfall, in inches, at a location x miles to the east and 
y miles to the north of the origin. If R is the rectangle that represents Colorado, then the 
average snowfall for the state on December 20–21 was

fave −
1

AsRd
 y

R

y f sx, yd dA  

FIGURE 17

FIGURE 18
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15.2 Double Integrals over General Regions

Definition 15.2.1. If F is integrable over R and D is a bounded region then
we define the double integral of f over D by

¨
D

f(x, y) dA =

¨
R

F (x, y) dA

where F is given by

F (x, y) =

{
f(x, y) if (x, y) is in D,

0 if (x, y) is in R but not in D.

SeCtIon 15.2  Double Integrals over General Regions  1001

For single integrals, the region over which we integrate is always an interval. But for  
double integrals, we want to be able to integrate a function f  not just over rectangles but 
also over regions D of more general shape, such as the one illustrated in Figure 1. We sup-
pose that D is a bounded region, which means that D can be enclosed in a rectangular 
region R as in Figure 2. Then we define a new function F with domain R by

1 Fsx, yd − H0

f sx, yd if

if

sx, yd is in D

sx, yd is in R but not in D

0

y

x

D

y

0 x

D
R

FIGURE 2FIGURE 1

If F is integrable over R, then we define the double integral of f  over D by

2 y
D

y f sx, yd dA − y
R

y Fsx, yd dA    where F is given by Equation 1

Definition 2 makes sense because R is a rectangle and so yyR Fsx, yd dA has been previ-
ously defined in Section 15.1. The procedure that we have used is reasonable because the 
values of Fsx, yd are 0 when sx, yd lies outside D and so they contribute nothing to 
the integral. This means that it doesn’t matter what rectangle R we use as long as it con-
tains D.

In the case where f sx, yd > 0, we can still interpret yyD  f sx, yd dA as the volume of the
solid that lies above D and under the surface z − f sx, yd (the graph of f ). You can see that 
this is reasonable by comparing the graphs of f  and F in Figures 3 and 4 and remember-
ing that yyR Fsx, yd dA is the volume under the graph of F.

y 

0 

z 

x 
D 

graph of f 

FIGURE 4

y

0

z

x
D

graph of F

FIGURE 3

Figure 4 also shows that F is likely to have discontinuities at the boundary points  
of D. Nonetheless, if f  is continuous on D and the boundary curve of D is “well behaved”  
(in a sense outside the scope of this book), then it can be shown that yyR Fsx, yd dA exists
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Definition 15.2.2. A plane region D is said to be of type I if it lies between
the graphs of two continuous functions of x, that is,

D = {(x, y) | a ≤ x ≤ b, g1(x) ≤ y ≤ g2(x)}

where g1 and g2 are continuous on [a, b]. Some examples of type I regions are
shown in the figure.

1002 CHAPTER 15  Multiple Integrals

and therefore yyD f sx, yd dA exists. In particular, this is the case for the following two 
types of regions.

A plane region D is said to be of type I if it lies between the graphs of two continuous 
functions of x, that is,

D − hsx, yd | a < x < b, t1sxd < y < t2sxdj

where t1 and t2 are continuous on fa, bg. Some examples of type I regions are shown in 
Figure 5.

 

0

y

xba

D

y=g™(x)

y=g¡(x)
0

y

xba

D

y=g™(x)

y=g¡(x)

0

y

xba

D

y=g™(x)

y=g¡(x)

In order to evaluate yyD f sx, yd dA when D is a region of type I, we choose a rect- 
angle R − fa, bg 3 fc, dg that contains D, as in Figure 6, and we let F be the function 
given by Equation 1; that is, F agrees with f  on D and F is 0 outside D. Then, by Fubini’s 
Theorem,

y
D

y f sx, yd dA − y
R

y Fsx, yd dA − yb

a
 yd

c
 Fsx, yd dy dx

Observe that Fsx, yd − 0 if y , t1sxd or y . t2sxd because sx, yd then lies outside D. 
Therefore

yd

c
 Fsx, yd dy − yt2sxd

t1sxd
 Fsx, yd dy − yt2sxd

t1sxd
 f sx, yd dy

because Fsx, yd − f sx, yd when t1sxd < y < t2sxd. Thus we have the following formula 
that enables us to evaluate the double integral as an iterated integral.

3   If f  is continuous on a type I region D such that

D − hsx, yd | a < x < b, t1sxd < y < t2sxdj

then y
D

y f sx, yd dA − yb

a
 yt2sxd

t1sxd
  f sx, yd dy dx

The integral on the right side of (3) is an iterated integral that is similar to the ones we 
considered in the preceding section, except that in the inner integral we regard x as being 
constant not only in f sx, yd but also in the limits of integration, t1sxd and t2sxd.

We also consider plane regions of type II, which can be expressed as 

4   D − hsx, yd | c < y < d, h 1syd < x < h 2sydj 
where h 1 and h 2 are continuous. Two such regions are illustrated in Figure 7.

FIGURE 5  
Some type I regions
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FIGURE 7  
 Some type II regions
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Theorem 15.2.1. If f is continuous on a type I region D such that

D = {(x, y) | a ≤ x ≤ b, g1(x) ≤ y ≤ g2(x)}

then ¨
D

f(x, y) dA =

ˆ b

a

ˆ g2(x)

g1(x)

f(x, y) dy dx.

Definition 15.2.3. A plane region D is said to be of type II if it lies between
the graphs of two continuous functions of y, that is,

D = {(x, y) | c ≤ y ≤ d, h1(y) ≤ x ≤ h2(y)}

where h1 and h2 are continuous on [c, d]. Some examples of type II regions are
shown in the figure.

1002 CHAPTER 15  Multiple Integrals

and therefore yyD f sx, yd dA exists. In particular, this is the case for the following two 
types of regions.

A plane region D is said to be of type I if it lies between the graphs of two continuous 
functions of x, that is,

D − hsx, yd | a < x < b, t1sxd < y < t2sxdj

where t1 and t2 are continuous on fa, bg. Some examples of type I regions are shown in 
Figure 5.
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D
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0
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D

y=g™(x)

y=g¡(x)

In order to evaluate yyD f sx, yd dA when D is a region of type I, we choose a rect- 
angle R − fa, bg 3 fc, dg that contains D, as in Figure 6, and we let F be the function 
given by Equation 1; that is, F agrees with f on D and F is 0 outside D. Then, by Fubini’s 
Theorem,

y
D

y f sx, yd dA − y
R

y Fsx, yd dA − yb

a
yd

c
Fsx, yd dy dx

Observe that Fsx, yd − 0 if y , t1sxd or y . t2sxd because sx, yd then lies outside D. 
Therefore

yd

c
Fsx, yd dy − yt2sxd

t1sxd
Fsx, yd dy − yt2sxd

t1sxd
f sx, yd dy

because Fsx, yd − f sx, yd when t1sxd < y < t2sxd. Thus we have the following formula 
that enables us to evaluate the double integral as an iterated integral.

where h 1 and h 2 are continuous. Two such regions are illustrated in Figure 7.

FIGURE 5 
Some type I regions
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Some type II regions
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Theorem 15.2.2. If f is continuous on a type II region D such that

D = {(x, y) | c ≤ y ≤ d, h1(y) ≤ x ≤ h2(y)}

then ¨
D

f(x, y) dA =

ˆ d

c

ˆ h2(y)

h1(y)

f(x, y) dx dy.
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Example 1. Evaluate
˜
D

(x+ 2y) dA, where D is the region bounded by the
parabolas y = 2x2 and y = 1 + x2.
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Example 2. Find the volume of the solid that lies under the paraboloid
z = x2 + y2 and above the region D in the xy-plane bounded by the line
y = 2x and the parabola y = x2.
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Example 3. Evaluate
˜
D
xy dA, where D is the region bounded by the line

y = x− 1 and the parabola y2 = 2x+ 6.
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Example 4. Find the volume of the tetrahedron bounded by the planes x +
2y + z = 2, x = 2y, x = 0, and z = 0.

Example 5. Evaluate the iterated integral
´ 1

0

´ 1

x
sin(y2) dy dx.
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Theorem 15.2.3 (Properties of Double Integrals).

1.

¨
D

[f(x, y) + g(x, y)] dA =

¨
D

f(x, y) dA+

¨
D

g(x, y) dA.

2.

¨
D

cf(x, y) dA = c

¨
D

f(x, y) dA where c is a constant.

3. If f(x, y) ≥ g(x, y) for all (x, y) in D, then

¨
D

f(x, y) dA ≥
¨
D

g(x, y) dA.

4. If D = D1 ∪D2, where D1 and D2 don’t overlap except perhaps on their
boundaries, then

¨
D

f(x, y) dA =

¨
D1

f(x, y) dA+

¨
D2

f(x, y) dA

This property can be used to evaluate double integrals over regions D that
are neither type I nor type II but can be expressed as a union of regions
of type I or type II, as illustrated by the figure.

 SECTION 15.2  Double Integrals over General Regions 1007

Property 9 can be used to evaluate double integrals over regions D that are neither 
type I nor type II but can be expressed as a union of regions of type I or type II. Figure 18 
illustrates this procedure. (See Exercises 57 and 58.)

x0

y

D

(a) D is neither type I nor type II.

x0

y

D¡

D™

(b) D=D¡ ! D™, D¡ is type I, D™ is type II.

 

The next property of integrals says that if we integrate the constant function f sx, yd − 1 
over a region D, we get the area of D:

10  y
D

y 1 dA − AsDd 

Figure 19 illustrates why Equation 10 is true: A solid cylinder whose base is D and 
whose height is 1 has volume AsDd " 1 − AsDd, but we know that we can also write its 
volume as yyD 1 dA.

Finally, we can combine Properties 7, 8, and 10 to prove the following property. (See 
Exercise 63.)

11   If m < f sx, yd < M for all sx, yd in D, then

mAsDd < y
D

y f sx, yd dA < MAsDd

EXAMPLE 6 Use Property 11 to estimate the integral yyD e sin x cos y dA, where D is the 
disk with center the origin and radius 2.

SOLUTION Since 21 < sin x < 1 and 21 < cos y < 1, we have 
21 < sin x cos y < 1 and therefore

e21 < e sin x cos y < e 1 − e

Thus, using m − e21 − 1ye, M − e, and AsDd − !s2d2 in Property 11, we obtain

 
4!

e
< y

D

y e sin x cos y dA < 4!e  ■

FIGURE 18

D y 

0 

z 

x 

z=1 

FIGURE 19   
Cylinder with base D and height 1
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5.

¨
D

1 dA = A(D) where A(D) is the area of D.

6. If m ≤ f(x, y) ≤M for all (x, y) in D, then

mA(D) ≤
¨
D

f(x, y) dA ≤MA(D).

123



Multivariable Calculus - Double Integrals over General Regions 2019-2020

Example 6. Use Property 6 to estimate the integral
˜
D
esinx cos y dA, where

D is the disk with center the origin and radius 2.
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15.3 Double Integrals in Polar Coordinates

Definition 15.3.1. The region given by

R = {(r, θ) | a ≤ r ≤ b, α ≤ θ ≤ β}

is called a polar rectangle, as shown in the figure.
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r=ri-1

O

∫
å

r=a ¨=å

¨=∫
r=b

R
Î¨

¨=¨j

(ri*, ̈ j*)

r=ri

Rij

O

¨=¨j-1

FIGURE 3 Polar rectangle FIGURE 4 Dividing R into polar subrectangles

The “center” of the polar subrectangle

Rij − hsr, !d | ri21 < r < ri, !j21 < ! < !jj
has polar coordinates

ri* − 1
2 sri21 1 rid      !j* − 1

2 s!j21 1 !jd

We compute the area of Rij using the fact that the area of a sector of a circle with radius 
r and central angle ! is 1

2 r 2!. Subtracting the areas of two such sectors, each of which 
has central angle D! − !j 2 !j21, we find that the area of Rij is

 DAi − 1
2 ri

2 D! 2 1
2 ri21

2 D! − 1
2 sri

2 2 ri21
2 d D!

 − 1
2 sri 1 ri21 dsri 2 ri21 d D! − ri* Dr D!

Although we have defined the double integral yyR f sx, yd dA in terms of ordinary rect-
angles, it can be shown that, for continuous functions f, we always obtain the same  
answer using polar rectangles. The rectangular coordinates of the center of Rij are 
sri* cos !j*, ri* sin !j*d, so a typical Riemann sum is

1  o
m

i−1
 o

n

j−1
 f sri* cos !j*, ri* sin !j*d DAi − o

m

i−1
 o

n

j−1
 f sri* cos !j*, ri* sin !j*d ri* Dr D!

If we write tsr, !d − r f sr cos !, r sin !d, then the Riemann sum in Equation 1 can be 
written as

o
m

i−1
 o

n

j−1
 tsri*, !j*d Dr D!

which is a Riemann sum for the double integral

y"

#
 yb

a
 tsr, !d dr d!

Therefore we have

 y
R

y f sx, yd dA − lim
m, nl `

 o
m

i−1
 o

n

j−1
 f sri* cos !j*, ri* sin !j*d DAi

 − lim
m, nl `

 o
m

i−1
 o

n

j−1
 tsri*, !j*d Dr D! − y"

#
yb

a
 tsr, !d dr d!

 − y"

#
 yb

a
 f sr cos !, r sin !d r dr d!
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Theorem 15.3.1 (Change to Polar Coordinates in a Double Integral). If f is
continuous on a polar rectangle R given by 0 ≤ a ≤ r ≤ b, α ≤ θ ≤ β, where
0 ≤ β − α ≤ 2π, then

¨
R

f(x, y) dA =

ˆ β

α

ˆ b

a

f(r cos θ, r sin θ) r dr dθ.

Proof. The “center” of the polar subrectangle

Rij = {(r, θ) | ri−1 ≤ r ≤ ri, θj−1 ≤ θ ≤ θj}

has polar coordinates

r∗i =
1

2
(ri−1 + ri) θ∗j =

1

2
(θj−1 + θj).

Since the area of a sector of a circle with radius r and central angle θ is 1
2
r2θ,

the area of Rij is

∆Ai =
1

2
r2
i∆θ −

1

2
r2
i−1∆θ =

1

2
(r2
i − r2

i−1)∆θ

=
1

2
(ri + ri−1)(ri − ri−1)∆θ = r∗i∆r∆θ.
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Therefore we have

¨
R

f(x, y) dA = lim
m,n→∞

m∑
i=1

n∑
j=1

f(r∗i cos θ∗j , r
∗
i sin θ∗j ) ∆Ai

=

ˆ β

α

ˆ b

a

f(r cos θ, r sin θ) r dr dθ.

Example 1. Evaluate
˜
R

(3x + 4y2) dA, where R is the region in the upper
half-plane bounded by the circles x2 + y2 = 1 and x2 + y2 = 4.

Example 2. Find the volume of the solid bounded by the plane z = 0 and
the paraboloid z = 1− x2 − y2.
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Theorem 15.3.2. If f is continuous on a polar region of the form

D = {(r, θ) | α ≤ θ ≤ β, h1(θ) ≤ r ≤ h2(θ)}

 SECTION 15.3  Double Integrals in Polar Coordinates 1013

If we had used rectangular coordinates instead of polar coordinates, then we would 
have obtained

V − y
D

y s1 2 x 2 2 y 2 d dA − y1

21
 ys12x2

2s12x2
 s1 2 x 2 2 y 2 d dy dx

which is not easy to evaluate because it involves finding y s1 2 x 2 d3y2 dx. ■

What we have done so far can be extended to the more complicated type of region  
shown in Figure 7. It’s similar to the type II rectangular regions considered in Sec-
tion 15.2. In fact, by combining Formula 2 in this section with Formula 15.2.5, we obtain 
the following formula.

3   If f  is continuous on a polar region of the form

D − hsr, !d | " < ! < #, h 1s!d < r < h 2s!dj

then y
D

y f sx, yd dA − y#

"
 y h 2s!d

h
1
s!d

 f sr cos !, r sin !d r dr d!

In particular, taking f sx, yd − 1, h 1s!d − 0, and h 2s!d − h s!d in this formula, we see 
that the area of the region D bounded by ! − ", ! − #, and r − h s!d is

 AsDd − y
D

y 1 dA − y#

"
 y h s!d

0
 r dr d!

 − y#

"
 F r 2

2 G0

h s!d

d! − y#

"
 12 fh s!dg2 d!

and this agrees with Formula 10.4.3.

EXAMPLE 3 Use a double integral to find the area enclosed by one loop of the four-
leaved rose r − cos 2!.

SOLUTION From the sketch of the curve in Figure 8, we see that a loop is given by the 
region

D − hsr, !d |  2$y4 < ! < $y4, 0 < r < cos 2!j
So the area is

 AsDd − y
D

y dA − y$y4

2$y4
 ycos

 
2!

0
 r dr d!

 − y$y4

2$y4
 f1

2 r 2g0

cos 2!
 d! − 1

2 y$y4

2$y4
 cos2 2! d!

  − 1
4 y$y4

2$y4
 s1 1 cos 4!d d! − 1

4 f! 1 1
4 sin 4!g2$y4

$y4
−

$

8
 ■

O

∫
å

r=h¡(¨)

¨=å

¨=∫ r=h™(¨)

D

FIGURE 7
D=s(r, ¨) | å¯¨¯∫, h¡(¨)¯r¯h™(¨)d

¨=π
4

¨=_π
4

FIGURE 8
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then ¨
D

f(x, y) dA =

ˆ β

α

ˆ h2(θ)

h1(θ)

f(r cos θ, r sin θ) r dr dθ.

Example 3. Use a double integral to find the area enclosed by one loop of
the four-leaved rose r = cos 2θ.
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Example 4. Find the volume of the solid that lies under the paraboloid
z = x2 + y2, above the xy-plane, and inside the cylinder x2 + y2 = 2x.
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15.4 Applications of Double Integrals

Definition 15.4.1. Suppose a lamina occupies a region D of the xy-plane
and its density (in units of mass per unit area) at a point (x, y) in D is given
by ρ(x, y), where ρ is a continuous function on D. Then the total mass of the
lamina is given by

m = lim
k,l→∞

k∑
i=1

l∑
j=1

ρ(x∗ij, y
∗
ij) ∆A =

¨
D

ρ(x, y) dA.

Similarly, if an electric charge is distributed over a region D and the charge
density (in units of charge per unit area) is given by σ(x, y) at a point (x, y)
in D, then the total charge Q is given by

Q =

¨
D

σ(x, y) dA.

 SECTION 15.4  Applications of Double Integrals 1017

(in units of charge per unit area) is given by !sx, yd at a point sx, yd in D, then the total 
charge Q is given by

2  Q − y
D

y !sx, yd dA 

EXAMPLE 1 Charge is distributed over the triangular region D in Figure 3 so that the 
charge density at sx, yd is !sx, yd − xy, measured in coulombs per square meter (Cym2). 
Find the total charge.

SOLUTION From Equation 2 and Figure 3 we have

 Q − y
D

y !sx, yd dA − y1

0
 y1

12x
 xy dy dx

 − y1

0
 Fx 

y 2

2 G
y−12x

y−1 

dx − y1

0
 
x
2

 f12 2 s1 2 xd2 g dx

 − 1
2 y1

0
 s2x 2 2 x 3 d dx −

1
2

 F 2x 3

3
2

x 4

 4 G0

1

−
5
24

Thus the total charge is 5
24 C. ■

Moments and Centers of Mass
In Section 8.3 we found the center of mass of a lamina with constant density; here we 
consider a lamina with variable density. Suppose the lamina occupies a region D and 
has density function "sx, yd. Recall from Chapter 8 that we defined the moment of a 
particle about an axis as the product of its mass and its directed distance from the axis. 
We divide D into small rectangles as in Figure 2. Then the mass of Rij is approximately 
"sxij*, yij*d DA, so we can approximate the moment of Rij with respect to the x-axis by

f"sxij*, yij*d DAg yij*

If we now add these quantities and take the limit as the number of subrectangles be comes  
large, we obtain the moment of the entire lamina about the x-axis:

3  Mx − lim
m, n l `

  o
m

i−1
 o

n

j−1
 yij* "sxij*, yij*d DA − y

D

y y "sx, yd dA 

Similarly, the moment about the y-axis is 

4  My − lim
m, n l `

  o
m

i−1
 o

n

j−1
 xij* "sxij*, yij*d DA − y

D

y x "sx, yd dA 

As before, we define the center of mass sx, yd so that mx − My and my − Mx. The physi-
cal significance is that the lamina behaves as if its entire mass is concentrated at its center 
of mass. Thus the lamina balances horizontally when supported at its center of mass (see 
Figure 4).

1

y

0 x

(1, 1)y=1

y=1-x

D

FIGURE 3

D 
(x, y) 

FIGURE 4
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Example 1. Charge is distributed over the triangular region
D in the figure so that the charge density at (x, y) is σ(x, y) =
xy, measured in coulombs per square meter (C/m2). Find
the total charge.
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Definition 15.4.2. Suppose a lamina occupies a region D and has density
function ρ(x, y). The moment of the lamina about the x-axis is

Mx = lim
m,n→∞

m∑
i=1

n∑
j=1

y∗ijρ(x∗ij, y
∗
ij) ∆A =

¨
D

yρ(x, y) dA.

Similarly, moment about the y-axis is

My = lim
m,n→∞

m∑
i=1

n∑
j=1

x∗ijρ(x∗ij, y
∗
ij) ∆A =

¨
D

xρ(x, y) dA.

Definition 15.4.3. The coordinates (x̄, ȳ) of the center of mass of a lamina
occupying the region D and having density function ρ(x, y) are

x̄ =
My

m
=

1

m

¨
D

xρ(x, y) dA ȳ =
Mx

m
=

1

m

¨
D

yρ(x, y) dA

where the mass m is given by

m =

¨
D

ρ(x, y) dA.

The lamina balances horizontally when supported at its center of mass (see
the figure).
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(in units of charge per unit area) is given by !sx, yd at a point sx, yd in D, then the total 
charge Q is given by

2  Q − y
D

y !sx, yd dA 

EXAMPLE 1 Charge is distributed over the triangular region D in Figure 3 so that the 
charge density at sx, yd is !sx, yd − xy, measured in coulombs per square meter (Cym2). 
Find the total charge.

SOLUTION From Equation 2 and Figure 3 we have

 Q − y
D

y !sx, yd dA − y1

0
 y1

12x
 xy dy dx

 − y1

0
 Fx 

y 2

2 G
y−12x

y−1 

dx − y1

0
 
x
2

 f12 2 s1 2 xd2 g dx

 − 1
2 y1

0
 s2x 2 2 x 3 d dx −

1
2

 F 2x 3

3
2

x 4

 4 G0

1

−
5

24

Thus the total charge is 5
24 C. ■

Moments and Centers of Mass
In Section 8.3 we found the center of mass of a lamina with constant density; here we 
consider a lamina with variable density. Suppose the lamina occupies a region D and 
has density function "sx, yd. Recall from Chapter 8 that we defined the moment of a 
particle about an axis as the product of its mass and its directed distance from the axis. 
We divide D into small rectangles as in Figure 2. Then the mass of Rij is approximately 
"sxij*, yij*d DA, so we can approximate the moment of Rij with respect to the x-axis by

f"sxij*, yij*d DAg yij*

If we now add these quantities and take the limit as the number of subrectangles be comes  
large, we obtain the moment of the entire lamina about the x-axis:

3  Mx − lim
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  o
m

i−1
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n

j−1
 yij* "sxij*, yij*d DA − y

D

y y "sx, yd dA 

Similarly, the moment about the y-axis is 

4  My − lim
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  o
m

i−1
 o

n

j−1
 xij* "sxij*, yij*d DA − y

D

y x "sx, yd dA 

As before, we define the center of mass sx, yd so that mx − My and my − Mx. The physi-
cal significance is that the lamina behaves as if its entire mass is concentrated at its center 
of mass. Thus the lamina balances horizontally when supported at its center of mass (see 
Figure 4).
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Example 2. Find the mass and center of mass of a triangular lamina with
vertices (0, 0), (1, 0), and (0, 2) if the density function is ρ(x, y) = 1 + 3x+ y.
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Example 3. The density at any point on a semicircular lamina is proportional
to the distance from the center of the circle. Find the center of mass of the
lamina.
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Definition 15.4.4. The moment of inertia (also called the second moment)
of a particle of mass m about an axis is defined to be mr2, where r is the
distance from the particle to the axis. The moment of inertia of the lamina
about the x-axis is defined to be

Ix = lim
m,n→∞

m∑
i=1

n∑
j=1

(y∗ij)
2ρ(x∗ij, y

∗
ij) ∆A =

¨
D

y2ρ(x, y) dA.

Similarly, the moment of inertia about the y-axis is defined to be

Iy = lim
m,n→∞

m∑
i=1

n∑
j=1

(x∗ij)
2ρ(x∗ij, y

∗
ij) ∆A =

¨
D

x2ρ(x, y) dA.

The moment of inertia about the origin, also called the polar moment of inertia
is defined to be

I0 = lim
m,n→∞

m∑
i=1

n∑
j=1

[
(x∗ij)

2 + (y∗ij)
2
]
ρ(x∗ij, y

∗
ij) ∆A =

¨
D

(x2 + y2)ρ(x, y) dA.

Example 4. Find the moments of inertia Ix, Iy, and I0 of a homogeneous disk
D with density ρ(x, y) = ρ, center the origin, and radius a.
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Definition 15.4.5. The radius of gyration of a lamina about an axis is the
number R such that

mR2 = I

where m is the mass of the lamina and I is the moment of inertia about the
given axis. In particular, the radius of gyration ¯̄y with respect to the x-axis and
the radius of gyration ¯̄x with respect to the y-axis are given by the equations

m¯̄y2 = Ix m¯̄x2 = Iy.

Example 5. Find the radius of gyration about the x-axis of the disk in Ex-
ample 4.

Definition 15.4.6. The joint density function of two continuous random vari-
ables X and Y is a function f of two variables such that the probability that
(X, Y ) lies in a region D is

P ((X, Y ) ∈ D) =

¨
D

f(x, y) dA.

In particular, if the region is a rectangle, the probability that X lies between
a and b and Y lies between c and d is

P (a ≤ X ≤ b, c ≤ Y ≤ d) =

ˆ b

a

ˆ d

c

f(x, y) dy dx.

(See the figure.)

SeCtION 15.4  Applications of Double Integrals 1021

Thus sx, yd is the point at which the mass of the lamina can be concentrated without 
changing the moments of inertia with respect to the coordinate axes. (Note the analogy 
with the center of mass.)

ExamplE 5 Find the radius of gyration about the x-axis of the disk in Example 4.

SOLUtION As noted, the mass of the disk is m − ��a 2, so from Equations 10 we have

y 2 −
Ix

m
−

1
4 ��a 4

��a 2 −
a 2

4

Therefore the radius of gyration about the x-axis is y − 1
2 a, which is half the radius of the 

disk. ■

probability
In Section 8.5 we considered the probability density function f  of a continuous random 
variable X. This means that f sxd > 0 for all x, y`

2` f sxd dx − 1, and the probability that 
X lies between a and b is found by integrating f  from a to b:

Psa < X < bd − yb

a
 f sxd dx

Now we consider a pair of continuous random variables X and Y, such as the lifetimes 
of two components of a machine or the height and weight of an adult female chosen 
at random. The joint density function of X and Y  is a function f  of two variables such 
that the probability that sX, Y d lies in a region D is

PssX, Y d [ Dd − y
D

y f sx, yd dA

In particular, if the region is a rectangle, the probability that X lies between a and b and  
Y  lies between c and d is

Psa < X < b, c < Y < dd − yb

a
yd

c
 f sx, yd dy dx

(See Figure 7.)

c 

D 

z=f(x, y) 

d 

y x 

z 

a 

b FIGURE 7
The probability that X lies between a and b

and Y lies between c and d is the volume that
lies above the rectangle D=[a, b]x[c, d ] and

below the graph of the joint density function.
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Remark 1. Because probabilities aren’t negative and are measured on a scale
from 0 to 1, the joint density function has the following properties:

f(x, y) ≥ 0

¨
R2

f(x, y) dA = 1

for ¨
R2

f(x, y) dA =

ˆ ∞
−∞

ˆ ∞
−∞

f(x, y) dy dx = lim
a→∞

¨
Da

f(x, y) dA

where Da is the disk with radius a and center the origin.

Example 6. If the joint density function for X and Y is given by

f(x, y) =

{
C(x+ 2y) if 0 ≤ x ≤ 10, 0 ≤ y ≤ 10

0 otherwise

find the value of the constant C. Then find P (X ≤ 7, Y ≥ 2).

Definition 15.4.7. Suppose X is a random variable with probability density
function f1(x) and Y is a random variable with density function f2(y). Then X
and Y are called independent random variables if their joint density function
is the product of their individual density functions:

f(x, y) = f1(x)f2(y).

135



Multivariable Calculus - Applications of Double Integrals 2019-2020

Example 7. The manager of a movie theater determines that the average
time moviegoers wait in line to buy a ticket for this week’s film is 10 minutes
and the average time they wait to buy popcorn is 5 minutes. Assuming that
the waiting times are independent, find the probability that a moviegoer waits
a total of less than 20 minutes before taking his or her seat.
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Definition 15.4.8. If X and Y are random variables with joint density func-
tion f , we define the X-mean and Y -mean, also called the expected values of
X and Y , to be

µ1 =

¨
R2

xf(x, y) dA µ2 =

¨
R2

yf(x, y) dA.

Example 8. A factory produces (cylindrically shaped) roller bearings that
are sold as having diameter 4.0 cm and length 6.0 cm. In fact, the diameters
X are normally distributed with mean 4.0 cm and standard deviation 0.01 cm
while the lengths Y are normally distributed with mean 6.0 cm and standard
deviation 0.01 cm. Assuming that X and Y are independent, write the joint
density function and graph it. Find the probability that a bearing randomly
chosen from the production line has either length or diameter that differs from
the mean by more than 0.02 cm.
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15.5 Surface Area

1026 CHAPTER 15  Multiple Integrals

 33.  When studying the spread of an epidemic, we assume that 
the probability that an infected individual will spread the 
disease to an uninfected individual is a function of the dis-
tance between them. Consider a circular city of radius 
10 miles in which the population is uniformly distributed. 
For an uninfected individual at a fixed point Asx0, y0 d, 
assume that the probability function is given by

f sPd − 1
20 f20 2 dsP, Adg

  where dsP, Ad denotes the distance between points P and A.
 (a)  Suppose the exposure of a person to the disease is the  

sum of the probabilities of catching the disease from all 
members of the population. Assume that the infected  
people are uniformly distributed throughout the city, 
with k infected individuals per square mile. Find a  
double integral that represents the exposure of a person 
residing at A.

 (b)  Evaluate the integral for the case in which A is the cen-
ter of the city and for the case in which A is located on 
the edge of the city. Where would you prefer to live?

 31.  Suppose that X and Y are independent random variables, 
where X is normally distributed with mean 45 and standard 
deviation 0.5 and Y is normally distributed with mean 20 
and standard deviation 0.1.

 (a) Find Ps40 < X < 50, 20 < Y < 25d.
 (b) Find Ps4sX 2 45d2 1 100sY 2 20d2 < 2d.

 32.  Xavier and Yolanda both have classes that end at noon and 
they agree to meet every day after class. They arrive at the 
coffee shop independently. Xavier’s arrival time is X and 
Yolanda’s arrival time is Y, where X and Y are measured in 
minutes after noon. The individual density functions are

f1sxd − He2x

0
if x > 0
if x , 0

  f2syd − H 1
50 y
0

if 0 < y < 10
otherwise

   (Xavier arrives sometime after noon and is more likely  
to arrive promptly than late. Yolanda always arrives by  
12:10 pm and is more likely to arrive late than promptly.) 
After Yolanda arrives, she’ll wait for up to half an hour for 
Xavier, but he won’t wait for her. Find the probability that 
they meet.

CAS

In this section we apply double integrals to the problem of computing the area of a 
surface. In Section 8.2 we found the area of a very special type of surface––a surface of 
revolution––by the methods of single-variable calculus. Here we compute the area of a 
surface with equation z − f sx, yd, the graph of a function of two variables.

Let S be a surface with equation z − f sx, yd, where f  has continuous partial deriva-
tives. For simplicity in deriving the surface area formula, we assume that f sx, yd > 0 and 
the domain D of f  is a rectangle. We divide D into small rectangles Rij with area 
DA − Dx Dy. If sxi, yjd is the corner of Rij closest to the origin, let Pijsxi, yj, f sxi, yjdd be 
the point on S directly above it (see Figure 1). The tangent plane to S at Pij is an approx-
imation to S near Pij. So the area DTij of the part of this tangent plane (a parallelogram) 
that lies directly above Rij is an approximation to the area DSij of the part of S that lies 
directly above Rij. Thus the sum o o  DTij is an approximation to the total area of S, and 
this approximation appears to improve as the number of rectangles increases. Therefore 
we define the surface area of S to be

1  AsSd − lim
m, nl`

 o
m

i−1
 o

n

j−1
 DTij 

To find a formula that is more convenient than Equation 1 for computational purposes, 
we let a and b be the vectors that start at Pij and lie along the sides of the parallelogram  
with area DTij. (See Figure 2.) Then DTij − | a 3 b |. Recall from Section 14.3 that 
fxsxi, yjd and fysxi, yjd are the slopes of the tangent lines through Pij in the directions of a 
and b. Therefore

 a − Dx i 1 fxsxi, yjd Dx k

 b − Dy j 1 fysxi, yjd Dy k

In Section 16.6 we will deal with 
areas of more general surfaces, called 
parametric surfaces, and so this section 
need not be covered if that later section 
will be covered.

FIGURE 1 
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Definition 15.5.1. Let S be a surface with equation z =
f(x, y), where f has continuous partial derivatives. We de-
fine the surface area of S to be

A(S) = lim
m,n→∞

m∑
i=1

n∑
j=1

∆Tij

where ∆Tij is the part of the tangent plane to S at the point
Pij on the surface corresponding to a rectangle Rij in the
domain D of f .

Theorem 15.5.1. The area of the surface with equation z = f(x, y), (x, y) ∈
D, where fx and fy are continuous, is

A(S) =

¨
D

√
[fx(x, y)]2 + [fy(x, y)]2 + 1 dA.

Proof. Let a and b be the vectors that start at Pij and lie along the sides of
the parallelogram with area ∆Tij. Then ∆Tij = |a × b|. Since fx(xi, yj) and
fy(xi, yj) are the slopes of the tangent lines through Pij in the directions of a
and b, we have

a = ∆x i + fx(xi, yj) ∆xk

b = ∆y j + fy(xi, yj) ∆y k.

and

a× b =

∣∣∣∣∣∣∣
i j k

∆x 0 fx(xi, yj) ∆x
0 ∆y fy(xi, yj) ∆y

∣∣∣∣∣∣∣
= −fx(xi, yj) ∆x∆y i− fy(xi, yj) ∆x∆y j + ∆x∆y k

= [−fx(xi, yj)i− fy(xi, yj)j + k] ∆A.

Thus

A(S) = lim
m,n→∞

m∑
i=1

n∑
j=1

∆Tij = lim
m,n→∞

m∑
i=1

n∑
j=1

|a× b|

= lim
m,n→∞

m∑
i=1

n∑
j=1

√
[fx(xi, yj)]2 + [fy(xi, yj)]2 + 1 ∆A.
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Example 1. Find the surface area of the part of the surface z = x2 + 2y that
lies above the triangular region T in the xy-plane with vertices (0, 0), (1, 0),
and (1, 1).

Example 2. Find the area of the part of the paraboloid z = x2 + y2 that lies
under the plane z = 9.
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15.6 Triple Integrals

 SECTION 15.6  Triple Integrals 1029

 21.  Show that the area of the part of the plane z − ax 1 by 1 c 
that projects onto a region D in the xy-plane with area AsDd 

  is sa 2 1 b 2 1 1 AsDd.

 22.  If you attempt to use Formula 2 to find the area of the top 
half of the sphere x 2 1 y 2 1 z2 − a 2, you have a slight 
problem because the double integral is improper. In fact, the 
integrand has an infinite discontinuity at every point of the 
boundary circle x 2 1 y 2 − a 2. However, the integral can  
be computed as the limit of the integral over the disk 
x 2 1 y 2 < t 2 as t l a 2. Use this method to show that the 
area of a sphere of radius a is 4!a 2.

 23.  Find the area of the finite part of the paraboloid y − x 2 1 z 2 
cut off by the plane y − 25. [Hint: Project the surface onto 
the xz-plane.]

 24.  The figure shows the surface created when the cylinder 
y 2 1 z 2 − 1 intersects the cylinder x 2 1 z 2 − 1. Find the  
area of this surface.

z 

y 
x 

 15. (a)  Use the Midpoint Rule for double integrals (see Sec-
tion 15.1) with four squares to estimate the surface area  
of the portion of the paraboloid z − x 2 1 y 2 that lies 
above the square f0, 1g 3 f0, 1g.

 (b)  Use a computer algebra system to approximate the sur-
face area in part (a) to four decimal places. Compare 
with the answer to part (a).

 16. (a)  Use the Midpoint Rule for double integrals with 
m − n − 2 to estimate the area of the surface 
z − xy 1 x 2 1 y 2, 0 < x < 2, 0 < y < 2.

 (b)  Use a computer algebra system to approximate the sur-
face area in part (a) to four decimal places. Compare 
with the answer to part (a).

 17.  Find the exact area of the surface z − 1 1 2x 1 3y 1 4y 2, 
1 < x < 4, 0 < y < 1.

 18.  Find the exact area of the surface

z − 1 1 x 1 y 1 x 2     22 < x < 1  21 < y < 1

  Illustrate by graphing the surface.

 19.  Find, to four decimal places, the area of the part of the 
surface z − 1 1 x 2 y 2 that lies above the disk x 2 1 y 2 < 1.

 20.  Find, to four decimal places, the area of the part of the  
surface z − s1 1 x 2 dys1 1 y 2 d that lies above the square 
| x | 1 | y | < 1. Illustrate by graphing this part of the 
surface.

CAS

CAS

CAS

CAS

CAS

CAS

Just as we defined single integrals for functions of one variable and double integrals 
for functions of two variables, so we can define triple integrals for functions of three 
variables. Let’s first deal with the simplest case where f  is defined on a rectangular box:

1  B − hsx, y, zd  |  a < x < b, c < y < d, r < z < s j  

The first step is to divide B into sub-boxes. We do this by dividing the interval fa, bg into 
l subintervals fxi21, xig of equal width Dx, dividing fc, d g into m subintervals of width Dy, 
and dividing fr, sg into n subintervals of width Dz. The planes through the endpoints of 
these subintervals parallel to the coordinate planes divide the box B into lmn sub-boxes

Bi jk − fxi21, xig 3 fyj21, yjg 3 fzk21, zk g

which are shown in Figure 1. Each sub-box has volume DV − Dx Dy Dz.
Then we form the triple Riemann sum

2  o
l

i−1
 o

m

j−1
 o

n

k−1
 f sxij k* , yij k* , zij k* d DV  

where the sample point sxi jk* , yi jk* , zi jk* d is in Bi jk. By analogy with the definition of a 
double integral (15.1.5), we define the triple integral as the limit of the triple Riemann 
sums in (2).

B

Bijk

ÎxÎy

Îz

z

yx

z

yx

FIGURE 1
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Definition 15.6.1. The triple integral of f over the box B
is

˚
B

f(x, y, z) dV = lim
l,m,n→∞

l∑
i=1

m∑
j=1

n∑
k=1

f(x∗ijk, y
∗
ijk, z

∗
ijk) ∆V

if this limit exists. The points (x∗ijk, y
∗
ijk, z

∗
ijk) are called sam-

ple points, ∆V = ∆x∆y∆z is the volume of the sub-box
Bijk = [xi−1, xi]× [yj−1, yj]× [zk−1, zk], and the sum is called
a triple Riemann sum.

Theorem 15.6.1 (Fubini’s Theorem for Triple Integrals). If f is continuous
on the rectangular box B = [a, b]× [c, d]× [r, s], then

˚
B

f(x, y, z) dV =

ˆ s

r

ˆ d

c

ˆ b

a

f(x, y, z) dx dy dz.

Example 1. Evaluate the triple integral
˝

R
xyz2 dV where B is the rectan-

gular box given by

B = {(x, y, z) | 0 ≤ x ≤ 1,−1 ≤ y ≤ 2, 0 ≤ z ≤ 3}.
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Definition 15.6.2. If F is integrable over B and E is a bounded region then
we define the triple integral of f over E by

˚
E

f(x, y, z) dV =

˚
B

F (x, y, z) dV

where F is defined so that it agrees with f on E but is 0 for points in B that
are outside E.
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Now we define the triple integral over a general bounded region E in three- 
dimensional space (a solid) by much the same procedure that we used for double inte-
grals (15.2.2). We enclose E in a box B of the type given by Equation 1. Then we define 
F so that it agrees with f  on E but is 0 for points in B that are outside E. By definition,

 y y
E

y f sx, y, zd dV − y y
B

y Fsx, y, zd dV

This integral exists if f  is continuous and the boundary of E is “reasonably smooth.” The 
triple integral has essentially the same properties as the double integral (Properties 6–9 
in Section 15.2).

We restrict our attention to continuous functions f  and to certain simple types of 
regions. A solid region E is said to be of type 1 if it lies between the graphs of two con-
tinuous functions of x and y, that is,

5  E − hsx, y, zd | sx, yd [ D, u 1sx, yd < z < u 2sx, ydj  

where D is the projection of E onto the xy-plane as shown in Figure 2. Notice that the 
upper boundary of the solid E is the surface with equation z − u 2sx, yd, while the lower 
boundary is the surface z − u 1sx, yd.

By the same sort of argument that led to (15.2.3), it can be shown that if E is a type 1 
region given by Equation 5, then

6  y y
E

y f sx, y, zd dV − y
D

y Fy u 2sx, yd

u 1sx, yd
 f sx, y, zd dzG dA 

The meaning of the inner integral on the right side of Equation 6 is that x and y are held 
fixed, and therefore u 1sx, yd and u 2sx, yd are regarded as constants, while f sx, y, zd is 
integrated with respect to z.

In particular, if the projection D of E onto the xy-plane is a type I plane region (as in 
Figure 3), then

E − hsx, y, zd | a < x < b, t1sxd < y < t2sxd, u 1sx, yd < z < u 2sx, ydj
and Equation 6 becomes

7  y y
E

y f sx, y, zd dV − yb

a
 yt2sxd

t1sxd
y u 2sx, yd

u 1sx, yd
 f sx, y, zd dz dy dx 

If, on the other hand, D is a type II plane region (as in Figure 4), then

E − hsx, y, zd | c < y < d, h 1syd < x < h 2syd, u 1sx, yd < z < u 2sx, ydj
and Equation 6 becomes

8   y y
E

y f sx, y, zd dV − yd

c
 y h 2syd

h 1syd
y u 2sx, yd

u 1sx, yd
 f sx, y, zd dz dx dy 

FIGURE 2
A type 1 solid region
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Definition 15.6.3. A solid region E is said to be of type 1
if it lies between the graphs of two continuous functions of x
and y, that is

E = {(x, y, z) | (x, y) ∈ D, u1(x, y) ≤ z ≤ u2(x, y)}

where D is the projection of E onto the xy-plane as shown
in the figure.

Theorem 15.6.2. If f is continuous on a type 1 region E such that

E = {(x, y, z) | (x, y) ∈ D, u1(x, y) ≤ z ≤ u2(x, y)}

then ˚
E

f(x, y, z) dV =

¨
D

[ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz

]
dA.
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Now we define the triple integral over a general bounded region E in three- 
dimensional space (a solid) by much the same procedure that we used for double inte-
grals (15.2.2). We enclose E in a box B of the type given by Equation 1. Then we define 
F so that it agrees with f  on E but is 0 for points in B that are outside E. By definition,

 y y
E

y f sx, y, zd dV − y y
B

y Fsx, y, zd dV

This integral exists if f  is continuous and the boundary of E is “reasonably smooth.” The 
triple integral has essentially the same properties as the double integral (Properties 6–9 
in Section 15.2).

We restrict our attention to continuous functions f  and to certain simple types of 
regions. A solid region E is said to be of type 1 if it lies between the graphs of two con-
tinuous functions of x and y, that is,

5  E − hsx, y, zd | sx, yd [ D, u 1sx, yd < z < u 2sx, ydj  

where D is the projection of E onto the xy-plane as shown in Figure 2. Notice that the 
upper boundary of the solid E is the surface with equation z − u 2sx, yd, while the lower 
boundary is the surface z − u 1sx, yd.

By the same sort of argument that led to (15.2.3), it can be shown that if E is a type 1 
region given by Equation 5, then

6  y y
E

y f sx, y, zd dV − y
D

y Fy u 2sx, yd

u 1sx, yd
 f sx, y, zd dzG dA 

The meaning of the inner integral on the right side of Equation 6 is that x and y are held 
fixed, and therefore u 1sx, yd and u 2sx, yd are regarded as constants, while f sx, y, zd is 
integrated with respect to z.

In particular, if the projection D of E onto the xy-plane is a type I plane region (as in 
Figure 3), then

E − hsx, y, zd | a < x < b, t1sxd < y < t2sxd, u 1sx, yd < z < u 2sx, ydj
and Equation 6 becomes

7  y y
E

y f sx, y, zd dV − yb

a
 yt2sxd

t1sxd
y u 2sx, yd

u 1sx, yd
 f sx, y, zd dz dy dx 

If, on the other hand, D is a type II plane region (as in Figure 4), then

E − hsx, y, zd | c < y < d, h 1syd < x < h 2syd, u 1sx, yd < z < u 2sx, ydj
and Equation 6 becomes

8   y y
E

y f sx, y, zd dV − yd

c
 y h 2syd

h 1syd
y u 2sx, yd

u 1sx, yd
 f sx, y, zd dz dx dy 

FIGURE 2
A type 1 solid region
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Now we define the triple integral over a general bounded region E in three- 
dimensional space (a solid) by much the same procedure that we used for double inte-
grals (15.2.2). We enclose E in a box B of the type given by Equation 1. Then we define 
F so that it agrees with f  on E but is 0 for points in B that are outside E. By definition,

y y
E

y f sx, y, zd dV − y y
B

y Fsx, y, zd dV

This integral exists if f  is continuous and the boundary of E is “reasonably smooth.” The 
triple integral has essentially the same properties as the double integral (Properties 6–9 
in Section 15.2).

We restrict our attention to continuous functions f  and to certain simple types of 
regions. A solid region E is said to be of type 1 if it lies between the graphs of two con-
tinuous functions of x and y, that is,

5 E − hsx, y, zd | sx, yd [ D, u1sx, yd < z < u2sx, ydj

where D is the projection of E onto the xy-plane as shown in Figure 2. Notice that the 
upper boundary of the solid E is the surface with equation z − u2sx, yd, while the lower 
boundary is the surface z − u1sx, yd.

By the same sort of argument that led to (15.2.3), it can be shown that if E is a type 1 
region given by Equation 5, then

6 y y
E

y f sx, y, zd dV − y
D

y Fyu2sx, yd

u1sx, yd
 f sx, y, zd dzG dA 

The meaning of the inner integral on the right side of Equation 6 is that x and y are held 
fixed, and therefore u1sx, yd and u2sx, yd are regarded as constants, while f sx, y, zd is 
integrated with respect to z.

In particular, if the projection D of E onto the xy-plane is a type I plane region (as in 
Figure 3), then

E − hsx, y, zd | a < x < b, t1sxd < y < t2sxd, u1sx, yd < z < u2sx, ydj

and Equation 6 becomes

7 y y
E

y f sx, y, zd dV − yb

a
yt2sxd

t1sxd
yu2sx, yd

u1sx, yd
 f sx, y, zd dz dy dx 

If, on the other hand, D is a type II plane region (as in Figure 4), then

E − hsx, y, zd | c < y < d, h1syd < x < h2syd, u1sx, yd < z < u2sx, ydj

and Equation 6 becomes

8 y y
E

y f sx, y, zd dV − yd

c
yh2syd

h1syd
yu2sx, yd

u1sx, yd
 f sx, y, zd dz dx dy 
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A type 1 solid region
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Remark 1. If the projection D of E onto the xy-plane is a type
I plane region (as in the figure), then

E = {(x, y, z) | a ≤ x ≤ b, g1(x) ≤ y ≤ g2(x), u1(x, y) ≤ z ≤ u2(x, y)},

so

˚
E

f(x, y, z) dV =

ˆ b

a

ˆ g2(x)

g1(x)

ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz dy dx.

If, on the other hand, D is a type II plane region (as in the
figure), then

E = {(x, y, z) | c ≤ y ≤ d, h1(y) ≤ x ≤ h2(y), u1(x, y) ≤ z ≤ u2(x, y)},

so

˚
E

f(x, y, z) dV =

ˆ d

c

ˆ h2(y)

h1(y)

ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz dx dy.
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Example 2. Evaluate
˝

E
z dV , where E is the solid tetrahedron bounded

by the four planes x = 0, y = 0, z = 0, and x+ y + z = 1. 1032 CHAPTER 15  Multiple Integrals

EXAMPLE 2 Evaluate yyyE z dV, where E is the solid tetrahedron bounded by the four 
planes x − 0, y − 0, z − 0, and x 1 y 1 z − 1.

SOLUTION When we set up a triple integral it’s wise to draw two  diagrams: one of  
the solid region E (see Figure 5) and one of its projection D onto the xy-plane (see  
Fig ure 6). The lower boundary of the tetrahedron is the plane z − 0 and the upper 
boundary is the plane x 1 y 1 z − 1 (or z − 1 2 x 2 y), so we use u 1sx, yd − 0 and 
u 2sx, yd − 1 2 x 2 y in Formula 7. Notice that the planes x 1 y 1 z − 1 and z − 0 
intersect in the line x 1 y − 1 (or y − 1 2 x) in the xy-plane. So the projection of E is 
the triangular region shown in Figure 6, and we have

9  E − hsx, y, zd | 0 < x < 1, 0 < y < 1 2 x, 0 < z < 1 2 x 2 yj  

This description of E as a type 1 region enables us to evaluate the integral as follows:

 y y
E

y z dV − y1

0
 y12x

0
 y12x2y

0
 z dz dy dx − y1

0
 y12x

0
 F z2

2 Gz−0

z−12x2y

 dy dx

 − 1
2 y1

0
 y12x

0
 s1 2 x 2 yd2 dy dx − 1

2 y1

0
 F2

s1 2 x 2 yd3

3 G
y−0

y−12x

 dx

  − 1
6 y1

0
 s1 2 xd3 dx −

1
6

 F2
s1 2 xd4

4 G
0

1

−
1
24

 ■

A solid region E is of type 2 if it is of the form

E − hsx, y, zd | sy, zd [ D, u 1sy, zd < x < u 2sy, zdj

where, this time, D is the projection of E onto the yz-plane (see Figure 7). The back sur-
face is x − u 1sy, zd, the front surface is x − u 2sy, zd, and we have

10  y y
E

y f sx, y, zd dV − y
D

y Fy u 2sy, zd

u 1sy, zd
 f sx, y, zd dxG dA 

Finally, a type 3 region is of the form

E − hsx, y, zd | sx, zd [ D, u 1sx, zd < y < u 2sx, zdj

where D is the projection of E onto the xz-plane, y − u 1sx, zd is the left surface, and 
y − u 2sx, zd is the right surface (see Figure 8). For this type of region we have

11  y y
E

y f sx, y, zd dV − y
D

y Fy u 2sx, zd

u 1sx, zd
 f sx, y, zd dyG dA 

In each of Equations 10 and 11 there may be two possible expressions for the integral 
depending on whether D is a type I or type II plane region (and corresponding to Equa-
tions 7 and 8).

EXAMPLE 3 Evaluate yyyE sx 2 1 z 2  dV, where E is the region bounded by the parabo-
loid y − x 2 1 z2 and the plane y − 4.
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Definition 15.6.4. A solid region E is of type 2 if it is of
the form

E = {(x, y, z) | (y, z) ∈ D, u1(y, z) ≤ x ≤ u2(y, z)}

where D is the projection of E onto the yz-plane as shown
in the figure.

Theorem 15.6.3. If f is continuous on a type 2 region E
such that

E = {(x, y, z) | (y, z) ∈ D, u1(y, z) ≤ x ≤ u2(y, z)}

then ˚
E

f(x, y, z) dV =

¨
D

[ˆ u2(y,z)

u1(y,z)

f(x, y, z) dx

]
dA.
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1032 Chapter 15  Multiple Integrals

ExamplE 2 Evaluate yyyE z dV, where E is the solid tetrahedron bounded by the four
planes x − 0, y − 0, z − 0, and x 1 y 1 z − 1.

SOLUtION When we set up a triple integral it’s wise to draw two diagrams: one of  
the solid region E (see Figure 5) and one of its projection D onto the xy-plane (see  
Fig ure 6). The lower boundary of the tetrahedron is the plane z − 0 and the upper 
boundary is the plane x 1 y 1 z − 1 (or z − 1 2 x 2 y), so we use u1sx, yd − 0 and 
u2sx, yd − 1 2 x 2 y in Formula 7. Notice that the planes x 1 y 1 z − 1 and z − 0 
intersect in the line x 1 y − 1 (or y − 1 2 x) in the xy-plane. So the projection of E is 
the triangular region shown in Figure 6, and we have

9�  E − hsx, y, zd | 0 < x < 1, 0 < y < 1 2 x, 0 < z < 1 2 x 2 yj

This description of E as a type 1 region enables us to evaluate the integral as follows:

y y
E

y z dV − y1

0
y12x

0
y12x2y

0
 z dz dy dx − y1

0
y12x

0
F z2

2 Gz−0

z−12x2y

 dy dx

− 1
2 y1

0
y12x

0
 s1 2 x 2 yd2 dy dx − 1

2 y1

0
F2

s1 2 x 2 yd3

3 G
y−0

y−12x

dx

− 1
6 y1

0
s1 2 xd3 dx −

1

6 F2
s1 2 xd4

4 G
0

1

−
1

24
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A solid region E is of type 2 if it is of the form

E − hsx, y, zd | sy, zd [ D, u1sy, zd < x < u2sy, zdj

where, this time, D is the projection of E onto the yz-plane (see Figure 7). The back sur-
face is x − u1sy, zd, the front surface is x − u2sy, zd, and we have

10  y y
E

y f sx, y, zd dV − y
D

y Fyu2sy, zd

u1sy, zd
 f sx, y, zd dxG dA 

Finally, a type 3 region is of the form

E − hsx, y, zd | sx, zd [ D, u1sx, zd < y < u2sx, zdj

where D is the projection of E onto the xz-plane, y − u1sx, zd is the left surface, and 
y − u2sx, zd is the right surface (see Figure 8). For this type of region we have

11  y y
E

y f sx, y, zd dV − y
D

y Fyu2sx, zd

u1sx, zd
 f sx, y, zd dyG dA 

In each of Equations 10 and 11 there may be two possible expressions for the integral 
depending on whether D is a type I or type II plane region (and corresponding to Equa-
tions 7 and 8).

ExamplE 3 Evaluate yyyE sx 2 1 z 2  dV, where E is the region bounded by the parabo-
loid y − x 2 1 z2 and the plane y − 4.

x

0

z

y(1, 0, 0)

(0, 1, 0)

(0, 0, 1)

E

z=1-x-y

z=0

FIGURE 5

0 

z

y x E 

D 

x=u¡(y, z) 

x=u™(y, z) 

FIGURE 7
A type 2 region

FIGURE 6

0

1

x1y=0

y=1-x

D

y

FIGURE 8
A type 3 region 
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Definition 15.6.5. A solid region E is of type 3 if it is of
the form

E = {(x, y, z) | (x, z) ∈ D, u1(x, z) ≤ y ≤ u2(x, z)}

where D is the projection of E onto the xz-plane as shown
in the figure.

Theorem 15.6.4. If f is continuous on a type 3 region E
such that

E = {(x, y, z) | (x, z) ∈ D, u1(x, z) ≤ y ≤ u2(x, z)}

then ˚
E

f(x, y, z) dV =

¨
D

[ˆ u2(x,z)

u1(x,z)

f(x, y, z) dy

]
dA.

Example 3. Evaluate
˝

E

√
x2 + z2 dV , where E is the region bounded by

the paraboloid y = x2 + z2 and the plane y = 4.
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Example 4. Express the iterated integral
´ 1

0

´ x2
0

´ y
0
f(x, y, z) dz dy dx as a

triple integral and then rewrite it as an iterated integral in a different order,
integrating first with respect to x, then z, and then y.

Theorem 15.6.5.

V (E) =

˚
E

dV.

Example 5. Use a triple integral to find the volume of the tetrahedron T
bounded by the planes x+ 2y + z = 2, x = 2y, x = 0, and z = 0.
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Definition 15.6.6. If the density function of a solid object that occupies the
region E is ρ(x, y, z), in units of mass per unit volume, at any given point
(x, y, z), then its mass is

m =

˚
E

ρ(x, y, z) dV

and its moments about the three coordinate planes are

Myz =

˚
E

xρ(x, y, z) dV Mxz =

˚
E

yρ(x, y, z) dV

Mxy =

˚
E

zρ(x, y, z) dV.

The center of mass is located at the point (x̄, ȳ, z̄), where

x̄ =
Myz

m
ȳ =

Mxz

m
z̄ =

Mxy

m
.

If the density is constant, the center of mass of the solid is called the centroid
of E. The moments of inertia about the three coordinate axes are

Ix =

˚
E

(y2 + z2)ρ(x, y, z) dV Iy =

˚
E

(x2 + z2)ρ(x, y, z) dV

Iz =

˚
E

(x2 + y2)ρ(x, y, z) dV.

Definition 15.6.7. The total electric charge on a solid object occupying a
region E and having charge density σ(x, y, z) is

Q =

˚
E

σ(x, y, z) dV.

Definition 15.6.8. If we have three continuous random variables X, Y , and
Z, their joint density function is a function of three variables such that the
probability that (X, Y, Z) lies in E is

P ((X, Y, Z) ∈ E) =

˚
E

f(x, y, z) dV.

In particular,

P (a ≤ X ≤ b, c ≤ Y ≤ d, r ≤ Z ≤ s) =

ˆ b

a

ˆ d

c

ˆ s

r

f(x, y, z) dz dy dx.

The joint density function satisfies

f(x, y, z) ≥ 0

ˆ ∞
−∞

ˆ ∞
−∞

ˆ ∞
−∞

f(x, y, z) dz dy dx = 1.
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Example 6. Find the center of mass of a solid of constant density that is
bounded by the parabolic cylinder x = y2 and the planes x = z, z = 0, and
x = 1.
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15.7 Integrals in Cylindrical Coordinates

1040 CHAPTER 15  Multiple Integrals

In plane geometry the polar coordinate system is used to give a convenient description of 
certain curves and regions. (See Section 10.3.) Figure 1 enables us to recall the connec-
tion between polar and Cartesian coordinates. If the point P has Cartesian coordinates 
sx, yd and polar coordinates sr, !d, then, from the figure,

 x − r cos ! y − r sin !

r 2 − x 2 1 y 2        tan ! −
y
x

In three dimensions there is a coordinate system, called cylindrical coordinates, that 
is similar to polar coordinates and gives convenient descriptions of some commonly 
occurring surfaces and solids. As we will see, some triple integrals are much easier to 
evaluate in cylindrical coordinates.

Cylindrical Coordinates
In the cylindrical coordinate system, a point P in three-dimensional space is represented 
by the ordered triple sr, !, zd, where r and ! are polar coordinates of the projection of P 
onto the xy-plane and z is the directed distance from the xy-plane to P. (See Figure 2.)

To convert from cylindrical to rectangular coordinates, we use the equations

1  x − r cos !    y − r sin !    z − z 

whereas to convert from rectangular to cylindrical coordinates, we use

2  r 2 − x 2 1 y 2    tan ! −
y
x

    z − z 

O

y

x
¨

x

yr

P(r, ̈ )=P(x, y)

FIGURE 1

In this project we find formulas for the volume enclosed by a hypersphere in n-dimensional 
space.

1.  Use a double integral and trigonometric substitution, together with Formula 64 in the Table of 
Integrals, to find the area of a circle with radius r.

2.  Use a triple integral and trigonometric substitution to find the volume of a sphere with  
radius r.

3.  Use a quadruple integral to find the (4-dimensional) volume enclosed by the hypersphere 
x 2 1 y 2 1 z 2 1 w 2 − r 2 in R4. (Use only trigonometric substitution and the reduction  
formulas for y sinnx dx or y cosnx dx.)

4.  Use an n-tuple integral to find the volume enclosed by a hypersphere of radius r in  
n-dimensional space Rn.  [Hint: The formulas are different for n even and n odd.]

DISCOVERY PROJECT VOLUMES OF HYPERSPHERES

O
r

z

¨

(r, ̈ , 0)

P(r, ̈ , z)

FIGURE 2
The cylindrical coordinates of a point

x

z

y
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Definition 15.7.1. In the cylindrical coordinate system, a
point P in three-dimensional space is represented by the or-
dered triple (r, θ, z), where r and θ are polar coordinates of
the projection of P onto the xy-plane and z is the directed
distance from the xy-plane to P . (See the figure.)

Theorem 15.7.1. To convert from cylindrical to rectangular
coordinates, we use the equations

x = r cos θ y = r sin θ z = z

whereas to convert from rectangular to cylindrical coordinates, we use

r2 = x2 + y2 tan θ =
y

x
z = z.

Example 1. (a) Plot the point with cylindrical coordinates (2, 2π/3, 1) and
find its rectangular coordinates.

(b) Find cylindrical coordinates of the point with rectangular coordinates
(3,−3,−7).
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Example 2. Describe the surface whose equation in cylindrical coordinates is
z = r.

1042 Chapter 15  Multiple Integrals

evaluating triple Integrals with Cylindrical Coordinates
Suppose that E is a type 1 region whose projection D onto the xy-plane is conveniently 
described in polar coordinates (see Figure 6). In particular, suppose that f  is continuous 
and

E − 5sx, y, zd | sx, yd [ D, u1sx, yd < z < u2sx, yd6
where D is given in polar coordinates by

D − 5sr, �d | � < � < �, h1s�d < r < h2s�d6
We know from Equation 15.6.6 that

3 y y
E

y f sx, y, zd dV − y
D

y Fyu2sx, yd

u1sx, yd
 f sx, y, zd dzG dA 

But we also know how to evaluate double integrals in polar coordinates. In fact, combin-
ing Equation 3 with Equation 15.3.3, we obtain

4  y y
E

y f sx, y, zd dV − y�

�
yh2s�d

h1s�d yu2sr cos �, r sin �d

u1sr cos �, r sin �d
 f sr cos �, r sin �, zd r dz dr d� 

Formula 4 is the formula for triple integration in cylindrical coordinates. It says that 
we convert a triple integral from rectangular to cylindrical coordinates by writing 
x − r cos �, y − r sin �, leaving z as it is, using the appropriate limits of integration for z,  
r, and �, and replacing dV  by r dz dr d�. (Figure 7 shows how to remember this.) It is  
worthwhile to use this formula when E is a solid region easily described in cylindrical  
coordinates, and especially when the function f sx, y, zd involves the expression x 2 1 y2.

ExamplE 3 A solid E lies within the cylinder x 2 1 y 2 − 1, below the plane z − 4, and 
above the paraboloid z − 1 2 x 2 2 y 2. (See Figure 8.) The density at any point is 
proportional to its distance from the axis of the cylinder. Find the mass of E.

SOLUtION In cylindrical coordinates the cylinder is r − 1 and the paraboloid is 
z − 1 2 r 2, so we can write

E − 5sr, �, zd | 0 < � < 2�, 0 < r < 1, 1 2 r 2 < z < 46
Since the density at sx, y, zd is proportional to the distance from the z-axis, the density 
function is

f sx, y, zd − Ksx 2 1 y 2 − Kr

where K is the proportionality constant. Therefore, from Formula 15.6.13, the mass of 
E is

 m − y y
E

y Ksx 2 1 y 2  dV − y2�

0
y1

0
y4

12r2

 sKrd r dz dr d�

 − y2�

0
y1

0
Kr 2 f4 2 s1 2 r 2 dg dr d� − K y2�

0
 d� y1

0
 s3r 2 1 r 4 d dr

 − 2�KFr 3 1
r 5

5 G0

1

−
12�K

5
■

z

x

y

0

D

r=h™(¨)

¨=b

¨=a

r=h¡(¨)

z=u™(x, y)

z=u¡(x, y)

FIGURE 6

z

dz

dr
r d¨

d¨

r

Volume element in cylindrical
coordinates: dV=r dz dr d¨

0 

(1,  0,  0 ) 

(0 ,  0,  1 ) 

(0 ,  0,  4 ) 

z=4 

z=1-r @ 

z 

x 
y 

FIGURE 8

FIGURE 7
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Theorem 15.7.2. Suppose that E is a type 1 region whose
projection D onto the xy-plane is described in polar coordi-
nates (see the figure). In particular, suppose that f is con-
tinuous and

E = {(x, y, z) | (x, y) ∈ D, u1(x, y) ≤ z ≤ u2(x, y)}

where D is given in polar coordinates by

D = {(r, θ) | α ≤ θ ≤ β, h1(θ) ≤ r ≤ h2(θ)}.

Then the formula for triple integration in cylindrical coordi-
nates is

˚
E

f(x, y, z) dV =

ˆ β

α

ˆ h2(θ)

h1(θ)

ˆ u2(r cos θ,r sin θ)

u1(r cos θ,r sin θ)

f(r cos θ, r sin θ, z) r dz dr dθ.
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1042 CHAPTER 15  Multiple Integrals

Evaluating Triple Integrals with Cylindrical Coordinates
Suppose that E is a type 1 region whose projection D onto the xy-plane is conveniently 
described in polar coordinates (see Figure 6). In particular, suppose that f  is continuous 
and

E − 5sx, y, zd | sx, yd [ D, u 1sx, yd < z < u 2sx, yd6
where D is given in polar coordinates by

D − 5sr, !d | " < ! < #, h 1s!d < r < h 2s!d6
We know from Equation 15.6.6 that

3  y y
E

y f sx, y, zd dV − y
D

y Fyu 2sx, yd

u 1sx, yd
 f sx, y, zd dzG dA 

But we also know how to evaluate double integrals in polar coordinates. In fact, combin-
ing Equation 3 with Equation 15.3.3, we obtain

4  y y
E

y f sx, y, zd dV − y#

"
 y h 2s!d

h 1s!d
 yu 2sr cos !, r sin !d

u 1sr cos !, r sin !d
 f sr cos !, r sin !, zd r dz dr d! 

Formula 4 is the formula for triple integration in cylindrical coordinates. It says that 
we convert a triple integral from rectangular to cylindrical coordinates by writing 
x − r cos !, y − r sin !, leaving z as it is, using the appropriate limits of integration for z,  
r, and !, and replacing dV  by r dz dr d!. (Figure 7 shows how to remember this.) It is  
worthwhile to use this formula when E is a solid region easily described in cylindrical  
coordinates, and especially when the function f sx, y, zd involves the expression x 2 1 y2.

EXAMPLE 3 A solid E lies within the cylinder x 2 1 y 2 − 1, below the plane z − 4, and 
above the paraboloid z − 1 2 x 2 2 y 2. (See Figure 8.) The density at any point is 
proportional to its distance from the axis of the cylinder. Find the mass of E.

SOLUTION In cylindrical coordinates the cylinder is r − 1 and the paraboloid is 
z − 1 2 r 2, so we can write

E − 5sr, !, zd | 0 < ! < 2$, 0 < r < 1, 1 2 r 2 < z < 46
Since the density at sx, y, zd is proportional to the distance from the z-axis, the density 
function is

f sx, y, zd − Ksx 2 1 y 2 − Kr

where K is the proportionality constant. Therefore, from Formula 15.6.13, the mass of 
E is

 m − y y
E

y Ksx 2 1 y 2  dV − y2$

0
 y1

0
 y4

12r2

 sKrd r dz dr d!

 − y2$

0
 y1

0
 Kr 2 f4 2 s1 2 r 2 dg dr d! − K y2$

0
 d! y1

0
 s3r 2 1 r 4 d dr

  − 2$KFr 3 1
r 5

5 G0

1

−
12$K

5
 ■

z

x
y

0

D
r=h™(¨)

¨=b
¨=a

r=h¡(¨)

z=u™(x, y)

z=u¡(x, y)

FIGURE 6
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Example 3. A solid E lies within the cylinder x2 + y2 = 1,
below the plane z = 4, and above the paraboloid z = 1−x2−
y2. (See the figure.) The density at any point is proportional
to its distance from the axis of the cylinder. Find the mass
of E.

Example 4. Evaluate

ˆ 2

−2

ˆ √4−x2

−
√

4−x2

ˆ 2

√
x2+y2

(x2 + y2) dz dy dx.
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15.8 Integrals in Spherical Coordinates1046 CHAPTER 15  Multiple Integrals

The relationship between rectangular and spherical coordinates can be seen from Fig-
ure 5. From triangles OPQ and OPP9 we have

z − ! cos "      r − ! sin "

But x − r cos # and y − r sin #, so to convert from spherical to rectangular coordinates, 
we use the equations

1  x − ! sin " cos #    y − ! sin " sin #    z − ! cos " 

Also, the distance formula shows that

2  !2 − x 2 1 y 2 1 z2 

We use this equation in converting from rectangular to spherical coordinates.

EXAMPLE 1 The point s2, $y4, $y3d is given in spherical coordinates. Plot the point 
and find its rectangular coordinates.

SOLUTION We plot the point in Figure 6. From Equations 1 we have

 x − ! sin "  cos # − 2 sin 
$

3
 cos 

$

4
− 2Ss3 

2 DS 1

s2 D − Î3
2

 

 y − ! sin " sin # − 2 sin 
$

3
 sin 

$

4
− 2Ss3 

2 DS 1

s2 D − Î3
2

 

 z − ! cos " − 2 cos 
$

3
− 2(1

2) − 1

Thus the point s2, $y4, $y3d is ss3y2 , s3y2 , 1d in rectangular coordinates. ■

EXAMPLE 2 The point s0, 2s3 , 22d is given in rectangular coordinates. Find spherical 
coordinates for this point.

SOLUTION From Equation 2 we have

! − sx 2 1 y 2 1 z 2 − s0 1 12 1 4 − 4

and so Equations 1 give

 cos " −
z
!

−
22
4

− 2
1
2

    " −
2$

3

  cos # −
x

! sin "
− 0 # −

$

2

(Note that # ± 3$y2 because y − 2s3 . 0.) Therefore spherical coordinates of the 
given point are s4, $y2, 2$y3d. ■

P(x, y, z)
P(∏, ̈ , ̇ )

P ª(x, y, 0)

O

¨

y

x

z
˙

r

∏

x
y

z

˙

Q

FIGURE 5

0
2

π
3

π
4

(2, π/4, π/3)

z

x
y

FIGURE 6

 WARNING There is not universal 
agreement on the notation for spherical 
coordinates. Most books on physics 
reverse the meanings of # and " and use 
r in place of !.

TEC In Module 15.8 you can investi-
gate families of surfaces in cylindrical 
and spherical coordinates.
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Definition 15.8.1. The spherical coordinates (ρ, θ, φ) of a
point P in space are shown in the figure, where ρ = |OP |
is the distance from the origin to P , θ is the same angle as
in cylindrical coordinates, and φ is the angle between the
positive z-axis and the line segment OP . Note that

ρ ≥ 0 0 ≤ φ ≤ π.

Theorem 15.8.1. The relationship between rectangular and
spherical coordinates can be seen from the figure. To convert
from spherical to rectangular coordinates, we use the equa-
tions

x = ρ sinφ cos θ y = ρ sinφ sin θ z = ρ cosφ.

To convert from rectangular to spherical coordinates, we use the equation

ρ2 = x2 + y2 + z2.

Example 1. The point (2, π/4, π/3) is given in spherical coordinates. Plot
the point and find its rectangular coordinates.
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Example 2. The point
(

0, 2
√

3,−2
)

is given in rectangular coordinates. Find

spherical coordinates for this point.

Theorem 15.8.2. The formula for triple integration in spherical coordinates
is ˚

E

f(x, y, z) dV

=

ˆ d

c

ˆ β

α

ˆ b

a

f(ρ sinφ cos θ, ρ sinφ sin θ, ρ cosφ) ρ2 sinφ dρ dθ dφ.

where E is a spherical wedge given by

E = {(ρ, θ, φ) | a ≤ ρ ≤ b, α ≤ θ ≤ β, c ≤ φ ≤ d}.

Section 15.8  Triple Integrals in Spherical Coordinates 1047

evaluating triple integrals with Spherical coordinates
In the spherical coordinate system the counterpart of a rectangular box is a spherical 
wedge

E − hs�, �, �d | a < � < b, � < � < �, c < � < d j

where a > 0 and � 2 � < 2�, and d 2 c < �. Although we defined triple integrals 
by dividing solids into small boxes, it can be shown that dividing a solid into small 
spherical wedges always gives the same result. So we divide E into smaller spherical 
wedges Eijk by means of equally spaced spheres � − �i, halfplanes � − �j, and half
cones � − �k. Figure 7 shows that Eijk is approximately a rectangular box with dimen
sions D�, �i D� (arc of a circle with radius �i, angle D�), and �i sin �k D� (arc of a circle 
with radius �i sin �k, angle D�). So an approximation to the volume of Eijk is given by

DVijk <  sD�ds�i D�ds�i sin �k D�d − �i
2 sin �k D� D� D�

In fact, it can be shown, with the aid of the Mean Value Theorem (Exercise 49), that the 
volume of Eijk is given exactly by

DVijk − �
~

i
2 sin �

~

k D� D� D�

where s�
~

i, �
~

j, �
~

k d is some point in Eijk. Let sx ijk* , y ijk* , z ijk* d be the rectangular coordinates 
of this point. Then

y y
E

y f sx, y, zd dV − lim
l, m, n l `

o
l

i−1
o
m

j−1
o

n

k−1
 f sxijk* , yijk* , z ijk* d DVijk

− lim
l, m, n l `

o
l

i−1
o
m

j−1
o

n

k−1
 f s�

~

i sin �
~

k cos �
~

j, �
~

i sin �
~

k sin �
~

j, �
~

i cos �
~

k d �~ i
2 sin �

~

k D�D�D�

But this sum is a Riemann sum for the function

Fs�, �, �d − f s� sin � cos �, � sin � sin �, � cos �d �2 sin �

Consequently, we have arrived at the following formula for triple integration in spher-
ical coordinates.

3   y y
E

y f sx, y, zd dV

− yd

c
y�

�
yb

a
 f s� sin � cos �, � sin � sin �, � cos �d �2 sin � d� d� d�

where E is a spherical wedge given by

E − hs�, �, �d | a < � < b, � < � < �, c < � < d j

Formula 3 says that we convert a triple integral from rectangular coordinates to spheri
cal coordinates by writing

x − � sin � cos �      y − � sin � sin �      z − � cos �

using the appropriate limits of integration, and replacing dV  by �2 sin � d� d� d�. This 
is illustrated in Figure 8.

z

0

x
y

ri=∏i sin ˙k

ri Î¨=∏i sin ˙k Î¨

∏i Î˙

∏i sin ˙k Î¨ Î∏

Î˙
˙k

Î¨

fiGUre 7

Volume element in spherical
coordinates: dV=∏@ sin  ̇d∏ d  ̈d˙

z

0

x
yd¨

∏ d˙

˙

∏ sin ˙ d¨

∏

d∏

d˙

fiGUre 8
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Example 3. Evaluate
˝

B
e(x2+y2+z2)3/2 dV , where B is the unit ball:

B = {(x, y, z) | x2 + y2 + z2 ≤ 1}.

152



Multivariable Calculus - Integrals in Spherical Coordinates 2019-2020

Example 4. Use spherical coordinates to find the volume of the solid that
lies above the cone z =

√
x2 + y2 and below the sphere x2 + y2 + z2 = z. (See

the figure.)

1048 CHAPTER 15  Multiple Integrals

This formula can be extended to include more general spherical regions such as

E − hs!, ", #d | $ < " < %, c < # < d, t1s", #d < ! < t2s", #dj

In this case the formula is the same as in (3) except that the limits of integration for ! are 
t1s", #d and t2s", #d.

Usually, spherical coordinates are used in triple integrals when surfaces such as cones 
and spheres form the boundary of the region of integration.

EXAMPLE 3 Evaluate yyyB e
sx21y21z2d3y2 dV, where B is the unit ball:

B − hsx, y, zd | x 2 1 y 2 1 z2 < 1j

SOLUTION Since the boundary of B is a sphere, we use spherical coordinates:

B − hs!, ", #d | 0 < ! < 1, 0 < " < 2&, 0 < # < & j

In addition, spherical coordinates are appropriate because

x 2 1 y 2 1 z2 − !2

Thus (3) gives

 y y
B

y e sx21y21z2d3y2 dV − y&

0
 y2&

0
 y1

0
 es!2d3y2

!2 sin # d! d" d#

  − y&

0
 sin # d#  y2&

0
 d"  y1

0
 !2e !3 d!

  − f2cos #g0

&
 s2&d f1

3e !3g0

1
− 4

3& se 2 1d ■

NOTE It would have been extremely awkward to evaluate the integral in Example 3 
without spherical coordinates. In rectangular coordinates the iterated integral would have 
been

y1

21
 ys12x2

 

2s12x2 
 ys12x22y2

 

2s12x22y2  
 e sx21y21z2d3y2 dz dy dx

EXAMPLE 4 Use spherical coordinates to find the volume of the solid that lies above the 
cone z − sx 2 1 y 2  and below the sphere x 2 1 y 2 1 z2 − z. (See Figure 9.)

(0, 0, 1) 
≈+¥+z@=z 

z=œ„„„„„ ≈+¥ 
π 
4 

y 
x 

z 

FIGURE 9
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15.9 Change of Variables in Multiple Integrals

Definition 15.9.1. A change of variables is given by a transformation T from
the uv-plane to the xy-plane:

T (u, v) = (x, y)

where x and y are related to u and v by the equations

x = g(u, v) y = h(u, v).

We usually assume that T is a C1 transformation, which means that g and h
have continuous first-order partial derivatives.

Remark 1. A transformation T is really just a function whose domain and
range are both subsets of R2. If T (u1, v1) = (x1, y1), then the point (x1, y1) is
called the image of the point (u1, v1). If no two points have the same image,
T is called one-to-one. The figure shows the effect of a transformation T on
a region S in the uv-plane. T transforms S into a region R in the xy-plane
called the image of S, consisting of the images of all points in S.

If T is a one-to-one transformation, then it has an inverse transformation

 SECTION 15.9  Change of Variables in Multiple Integrals 1053

A change of variables can also be useful in double integrals. We have already seen one 
example of this: conversion to polar coordinates. The new variables r and ! are related to 
the old variables x and y by the equations

x − r cos !    y − r sin !

and the change of variables formula (15.3.2) can be written as

y
R

y f sx, yd dA − y
S

y f sr cos !, r sin !d r dr d!

where S is the region in the r!-plane that corresponds to the region R in the xy-plane.
More generally, we consider a change of variables that is given by a transformation 

T  from the uv-plane to the xy-plane:

Tsu , vd − sx, yd

where x and y are related to u  and v by the equations

3  x − tsu , vd    y − h su , vd 

or, as we sometimes write,

x − xsu , vd    y − ysu , vd

We usually assume that T  is a C 1 transformation, which means that t and h  have contin-
uous first-order partial derivatives.

A transformation T  is really just a function whose domain and range are both sub- 
sets of R 2. If Tsu 1, v1d − sx1, y1d, then the point sx1, y1d is called the image of the point 
su 1, v1d. If no two points have the same image, T  is called one-to-one. Figure 1 shows the 
effect of a transformation T  on a region S in the uv-plane. T  transforms S into a region R 
in the xy-plane called the image of S, consisting of the images of all points in S.

0

√

0

y

u x

(u¡, √¡)
(x¡, y¡)

S R
T –!

T

If T  is a one-to-one transformation, then it has an inverse transformation T 21 from 
the xy-plane to the uv-plane and it may be possible to solve Equations 3 for u  and v in 
terms of x and y:

u − Gsx, yd    v − Hsx, yd

EXAMPLE 1 A transformation is defined by the equations

x − u 2 2 v2     y − 2uv

Find the image of the square S − hsu , vd | 0 < u < 1,  0 < v < 1j.

SOLUTION The transformation maps the boundary of S into the boundary of the image. 
So we begin by finding the images of the sides of S. The first side, S1, is given by v − 0 

FIGURE 1
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T−1 from the xy-plane to the uv-plane and it may be possible to solve for u
and v in terms of x and y:

u = G(x, y) v = H(x, y).
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Example 1. A transformation is defined by the equations

x = u2 − v2 y = 2uv.

Find the image of the square S = {(u, v) | 0 ≤ u ≤ 1, 0 ≤ v ≤ 1}.

Definition 15.9.2. The Jacobian of the transformation T given by x = g(u, v)
and y = h(u, v) is

∂(x, y)

∂(u, v)
=

∣∣∣∣∣∣∣∣
∂x

∂u

∂x

∂v
∂y

∂u

∂y

∂v

∣∣∣∣∣∣∣∣ =
∂x

∂u

∂y

∂v
− ∂x

∂v

∂y

∂u
.

Remark 2. This notation can be used to show that the area ∆A of the image
R in the xy-plane of a rectangle in the uv-plane is approximately

∆A ≈
∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣∆u∆v.

Theorem 15.9.1 (Change of Variables in a Double Integral). Suppose that T
is a C1 transformation whose Jacobian is nonzero and that T maps a region S
in the uv-plane onto a region R in the xy-plane. Suppose that f is continuous
on R and that R and S are type I or type II plane regions. Suppose also that
T is one-to-one, except perhaps on the boundary of S. Then

¨
R

f(x, y) dA =

¨
S

f(x(u, v), y(u, v))

∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣ du dv.
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Example 2. Use the change of variables x = u2 − v2, y = 2uv to evaluate
the integral

˜
R
y dA, where R is the region bounded by the x-axis and the

parabolas y2 = 4− 4x and y2 = 4 + 4x, y ≥ 0.
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Example 3. Evaluate the integral
˜
R
e(x+y)/(x−y) dA where R is the trape-

zoidal region with vertices (1, 0), (2, 0), (0,−2), and (0,−1).
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Definition 15.9.3. The Jacobian of the transformation T given by x =
g(u, v, w), y = h(u, v, w), and z = k(u, v, w) is

∂(x, y, z)

∂(u, v, w)
=

∣∣∣∣∣∣∣∣∣∣∣∣∣

∂x

∂u

∂x

∂v

∂x

∂w
∂y

∂u

∂y

∂v

∂y

∂w
∂z

∂u

∂z

∂v

∂z

∂w

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

Theorem 15.9.2 (Change of Variables in a Triple Integral). Under hypotheses
similar to those in Theorem 15.9.1,

˚
R

f(x, y, z) dV =

˚
S

f(x(u, v, w), y(u, v, w), z(u, v, w))

∣∣∣∣ ∂(x, y, z)

∂(u, v, w)

∣∣∣∣ du dv dw.
Example 4. Use Theorem 15.9.2 to derive the formula for triple integration
in spherical coordinates.

158



Chapter 16

Vector Calculus

16.1 Vector Fields

 SECTION 16.1  Vector Fields 1069

In general, a vector field is a function whose domain is a set of points in R 2 (or R 3) 
and whose range is a set of vectors in V2 (or V3).

1   Definition Let D be a set in R 2 (a plane region). A vector field on R 2 is a 
function F that assigns to each point sx, yd in D a two-dimensional vector Fsx, yd.

The best way to picture a vector field is to draw the arrow representing the vector 
Fsx, yd starting at the point sx, yd. Of course, it’s impossible to do this for all points sx, yd, 
but we can gain a reasonable impression of F by doing it for a few representative points in 
D as in Figure 3. Since Fsx, yd is a two-dimensional vector, we can write it in terms of its 
component functions P and Q as follows:

Fsx, yd − Psx, yd i 1 Qsx, yd j− kPsx, yd, Qsx, ydl

or, for short, F − P i 1 Q j

Notice that P and Q are scalar functions of two variables and are sometimes called scalar 
fields to distinguish them from vector fields.

2   Definition Let E be a subset of R 3. A vector field on R 3 is a function F 
that assigns to each point sx, y, zd in E a three-dimensional vector Fsx, y, zd.

A vector field F on R 3 is pictured in Figure 4. We can express it in terms of its com-
ponent functions P, Q, and R as

Fsx, y, zd − Psx, y, zd i 1 Qsx, y, zd j1 Rsx, y, zd k

As with the vector functions in Section 13.1, we can define continuity of vector fields  
and show that F is continuous if and only if its component functions P, Q, and R are  
continuous.

We sometimes identify a point sx, y, zd with its position vector x − kx, y, zl and write 
Fsxd instead of Fsx, y, zd. Then F becomes a function that assigns a vector Fsxd to a vec-
tor x.

EXAMPLE 1 A vector field on R 2 is defined by Fsx, yd − 2y i 1 x j. Describe F by 
sketching some of the vectors Fsx, yd as in Figure 3.

SOLUTION Since Fs1, 0d − j, we draw the vector j− k0, 1l starting at the point s1, 0d 
in Figure 5. Since Fs0, 1d − 2i, we draw the vector k21, 0l with starting point s0, 1d. 
Continuing in this way, we calculate several other representative values of Fsx, yd in the 
table and draw the corresponding vectors to represent the vector field in Figure 5.

sx, yd Fsx, yd sx, yd Fsx, yd

s1, 0d k0, 1d s21, 0d k0, 21l
s2, 2d k22, 2l s22, 22d k2, 22l
s3, 0d k0, 3l s23, 0d k0, 23l
s0, 1d k21, 0l s0, 21d k1, 0)

s22, 2d k22, 22l s2, 22d k2, 2l
s0, 3d k23, 0l s0, 23d k3, 0l

FIGURE 3
Vector field on R@

0

(x, y)

F(x, y)

x

y

FIGURE 4
Vector field on R#

y

0

z

x

(x, y, z)

F (x, y, z)

FIGURE 5
F(x, y)=_y i+x j

F (1, 0)

F (0, 3) F (2, 2)
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Definition 16.1.1. Let D be a set in R2 (a plane region). A
vector field on R2 is a function F that assigns to each point
(x, y) in D a two-dimensional vector F(x, y).

Remark 1. Since F(x, y) is a two-dimensional vector, we can
write it in terms of its component functions P and Q as
follows:

F(x, y) = P (x, y)i +Q(x, y)j = 〈P (x, y), Q(x, y)〉

or, for short,
F = P i +Qj.

Note that P and Q are scalar functions of two variables and are sometimes
called scalar fields to distinguish them from vector fields.

Definition 16.1.2. Let E be a subset of R3. A vector field on R3 is a function
F that assigns to each point (x, y, z) in E a three-dimensional vector F(x, y, z).

Remark 2. We can express a vector field F on R3 in terms of its component
functions P , Q, and R as

F(x, y, z) = P (x, y, z)i +Q(x, y, z)j +R(x, y, z)k.
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Example 1. A vector field on R2 is defined by F(x, y) = −yi + xj. Describe
F by sketching some of the vectors F(x, y).

Example 2. Sketch the vector field on R3 given by F(x, y, z) = zk.
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Example 3. Imagine a fluid flowing steadily along a pipe and let V(x, y, z)
be the velocity vector at a point (x, y, z). Then V assigns a vector to each
point (x, y, z) in a certain domain E (the interior of the pipe) and so V is a
vector field on R3 called a velocity field. Sketch a possible velocity field in a
fluid flow.

Example 4. Newton’s Law of Gravitation states that the magnitude of the
gravitational force between two objects with masses m and M is

|F| = mMG

r2

where r is the distance between the objects and G is the gravitational constant.
Let’s assume that the object with mass M is located at the origin in R3 and
let the position vector of the object with mass m be x = 〈x, y, z〉. Write and
sketch an equation for the gravitational field F.
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Example 5. Suppose an electric charge Q is located at the origin. According
to Coulomb’s Law, the magnitude of the electric force F(x) exerted by this
charge on a charge q located at a point (x, y, z) with position vector x =
〈x, y, z〉 is

|F| = εqQ

r2

where ε is a constant (that depends on the units used). This vector field and
the one in Example 4 are examples of force fields. Instead of considering the
electric force F, physicists often consider the force per unit charge E(x) =
1
q
F(x), called the electric field of Q. Write equations for F and E.

Definition 16.1.3. If f is a scalar function of two variables, its gradient

∇f(x, y) = fx(x, y)i + fy(x, y)j

is a vector field on R2 called a gradient vector field. Likewise, if f is a scalar
function of two variables, its gradient is a vector field on R3 given by

∇f(x, y, z) = fx(x, y, z)i + fy(x, y, z)j + fz(x, y, z)k.
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Example 6. Find the gradient vector field of f(x, y) = x2y − y3. Plot the
gradient vector field together with a contour map of f . How are they related?

Definition 16.1.4. A vector field F is called a conservative vector field if it is
the gradient of some scalar function, that is, if there exists a function f such
that F = ∇f . In this situation f is called a potential function for F.
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16.2 Line Integrals

 SECTION 16.2  Line Integrals 1075

In this section we define an integral that is similar to a single integral except that instead 
of integrating over an interval fa, bg, we integrate over a curve C. Such integrals are 
called line integrals, although “curve integrals” would be better terminology. They were 
invented in the early 19th century to solve problems involving fluid flow, forces, electric-
ity, and magnetism.

We start with a plane curve C given by the parametric equations

1  x − xstd    y − ystd    a < t < b 

or, equivalently, by the vector equation rstd − xstd i 1 ystd j, and we assume that C is a 
smooth curve. [This means that r9 is continuous and r9std ± 0. See Section 13.3.] If we 
divide the parameter interval fa, bg into n subintervals fti21, tig of equal width and we let 
xi − xstid and yi − ystid, then the corresponding points Pi sxi, yi d divide C into n subarcs 
with lengths Ds1, Ds2, . . . , Dsn. (See Figure 1.) We choose any point Pi*sxi*, yi*d in the ith 
subarc. (This corresponds to a point ti* in fti21, tig.) Now if f  is any function of two vari-
ables whose domain includes the curve C, we evaluate f  at the point sxi*, yi*d, multiply 
by the length Dsi of the subarc, and form the sum

o
n

i−1
 f sxi*, yi*d Dsi

which is similar to a Riemann sum. Then we take the limit of these sums and make the 
following definition by analogy with a single integral.

2   Definition If f  is defined on a smooth curve C given by Equations 1, then 
the line integral of f  along C is

y
C
 f sx, yd ds − lim

n l `
 o

n

i−1
 f sxi*, yi*d Dsi

if this limit exists.

In Section 10.2 we found that the length of C is

L − yb

a
 ÎS dx

dt D2

1 S dy
dt D2 

 dt

A similar type of argument can be used to show that if f  is a continuous function, then 
the limit in Definition 2 always exists and the following formula can be used to evaluate 
the line integral:

3  y
C

 fsx, yd ds − yb

a
 f sxstd, ystddÎS dx

dt D2

1 S dy
dt D2

  dt 

The value of the line integral does not depend on the parametrization of the curve, pro-
vided that the curve is traversed exactly once as t increases from a to b.

t i-1

P¸
P¡
P™

C

a b

x0

y

t
t i

t*i

Pi-1 Pi

Pn

P*i (x*i , y*i )

FIGURE 1
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Definition 16.2.1. If f is defined on a smooth curve C given
by the parametric equations

x = x(t) y = y(t) a ≤ t ≤ b,

then the line integral of f along C is

ˆ
C

f(x, y) ds = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i ) ∆si

if this limit exists. The lengths ∆si are of subarcs of C and
the points (x∗i , y

∗
i ) are sample points in the ith subarc.

Remark 1. Using the formula for the length of C we can write

ˆ
C

f(x, y) ds =

ˆ b

a

f(x(t), y(t))

√(
dx

dt

)2

+

(
dy

dt

)2

dt.

Example 1. Evaluate
´
C

(2 + x2y) ds, where C is the upper half of the unit
circle x2 + y2 = 1.
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1076 CHAPTER 16  Vector Calculus

If sstd is the length of C between rsad and rstd, then

ds
dt

− ÎS dx
dt D2

1 S dy
dt D2 

So the way to remember Formula 3 is to express everything in terms of the parameter t: 
Use the parametric equations to express x and y in terms of t and write ds as

ds − ÎS dx
dt D2

1 S dy
dt D2

 dt

In the special case where C is the line segment that joins sa, 0d to sb, 0d, using x as the  
parameter, we can write the parametric equations of C as follows: x − x, y − 0,  
a < x < b. Formula 3 then becomes

y
C
 f sx, yd ds − yb

a
 f sx, 0d dx

and so the line integral reduces to an ordinary single integral in this case.
Just as for an ordinary single integral, we can interpret the line integral of a positive 

function as an area. In fact, if f sx, yd > 0, yC f sx, yd ds represents the area of one side of 
the “fence” or “curtain” in Figure 2, whose base is C and whose height above the point 
sx, yd is f sx, yd.

EXAMPLE 1 Evaluate yC s2 1 x 2yd ds, where C is the upper half of the unit circle 
x 2 1 y 2 − 1.

SOLUTION In order to use Formula 3, we first need parametric equations to repre- 
sent C. Recall that the unit circle can be parametrized by means of the equations

x − cos t    y − sin t

and the upper half of the circle is described by the parameter interval 0 < t < !. 
(See Figure 3.) Therefore Formula 3 gives

 y
C
 s2 1 x 2yd ds − y!

0
 s2 1 cos2t sin tdÎS dx

dt D2

1 S dy
dt D2 

 dt

 − y!

0
 s2 1 cos2t sin tdssin2 t 1 cos2 t  dt

 − y!

0
 s2 1 cos2t sin td dt − F2t 2

cos3t
3 G

0

!

  − 2! 1 2
3  ■

Suppose now that C is a piecewise-smooth curve; that is, C is a union of a finite 
number of smooth curves C1, C2, . . . , Cn , where, as illustrated in Figure 4, the initial 
point of Ci11 is the terminal point of Ci . Then we define the integral of f  along C as the 
sum of the integrals of f  along each of the smooth pieces of C:

y
C
 f sx, yd ds − y

C1

 f sx, yd ds 1 y
C2

 f sx, yd ds 1 ∙ ∙ ∙ 1 y
Cn

f sx, yd ds

The arc length function s is discussed in  
Section 13.3.

f(x, y)

(x, y)

C y

z

x

0

FIGURE 2
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C¢
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FIGURE 4  
A piecewise-smooth curve
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Definition 16.2.2. Suppose that C is a piecewise-smooth
curve; that is, C is a union of a finite number of smooth
curves C1, C2, . . . , Cn, where, as illustrated in the figure, the
initial point of Ci+1 is the terminal point of Ci. Then we
define the integral of f along C as the sum of the integrals
of f along each of the smooth pieces of C:

ˆ
C

f(x, y) ds =

ˆ
C1

f(x, y) ds+

ˆ
C2

f(x, y) ds+ · · ·+
ˆ
Cn

f(x, y) ds.

Example 2. Evaluate
´
C

2x ds where C consists of the arc C1 of the parabola
y = x2 from (0, 0) to (1, 1) followed by the vertical line segment C2 from (1, 1)
to (1, 2).
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Definition 16.2.3. Suppose that ρ(x, y) represents the linear density at a
point (x, y) of a thin wire shaped like a curve C. Then the mass m of the wire
is given by

m = lim
n→∞

n∑
i=1

ρ(x∗i , y
∗
i ) ∆si =

ˆ
C

ρ(x, y) ds.

The center of mass of the wire with density function ρ is located at the point
(x̄, ȳ), where

x̄ =
1

m

ˆ
C

xρ(x, y) ds ȳ =
1

m

ˆ
C

yρ(x, y) ds.

Example 3. A wire takes the shape of the semicircle x2 + y2 = 1, y ≥ 0, and
is thicker near its base than near the top. Find the center of mass of the wire
if the linear density at any point is proportional to its distance from the line
y = 1.
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Definition 16.2.4. The integrals

ˆ
C

f(x, y) dx = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i ) ∆xi

ˆ
C

f(x, y) dy = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i ) ∆yi

are called the line integrals of f along C with respect to x and y. The original
line integral

´
C
f(x, y) ds is called the line integral with respect to arc length.

Theorem 16.2.1. Line integrals with respect to x and y can also be evaluated
by expressing everything in terms of t:

ˆ
C

f(x, y) dx =

ˆ b

a

f(x(t), y(t))x′(t) dt

ˆ
C

f(x, y) dy =

ˆ b

a

f(x(t), y(t))y′(t) dt.

Remark 2. When line integrals with respect to x and y occur together we
abbreviate by writing

ˆ
C

P (x, y) dx+

ˆ
C

Q(x, y) dy =

ˆ
C

P (x, y)dx+Q(x, y) dy.
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 SECTION 16.2  Line Integrals 1079

vector representation of the line segment that starts at r0 and ends at r1 is given by

8  rstd − s1 2 tdr0 1 t r1    0 < t < 1 

(See Equation 12.5.4.)

EXAMPLE 4 Evaluate yC y 2 dx 1 x dy, where (a) C − C1 is the line segment from 
s25, 23d to s0, 2d and (b) C − C2 is the arc of the parabola x − 4 2 y 2 from s25, 23d 
to s0, 2d. (See Figure 7.)

SOLUTION
(a) A parametric representation for the line segment is

x − 5t 2 5    y − 5t 2 3    0 < t < 1

(Use Equation 8 with r0 − k25, 23l and r1 − k0, 2l.) Then dx − 5 dt, dy − 5 dt, and 
Formulas 7 give

 y
C1

 y 2 dx 1 x dy − y1

0
 s5t 2 3d2s5 dtd 1 s5t 2 5ds5 dtd

 − 5 y1

0
 s25t 2 2 25t 1 4d dt

 − 5F 25t 3

3
2

25t 2

2
1 4tG

0

1

− 2
5
6

(b) Since the parabola is given as a function of y, let’s take y as the parameter and 
write C2 as

x − 4 2 y 2    y − y    23 < y < 2

Then dx − 22y dy and by Formulas 7 we have

 y  

C2

 y 2 dx 1 x dy − y2

23
 y 2s22yd dy 1 s4 2 y 2 d dy

 − y2

23
 s22y 3 2 y 2 1 4d dy

  − F2
y 4

2
2

y 3

3
1 4yG

23

2

− 40 5
6 ■

Notice that we got different answers in parts (a) and (b) of Example 4 even though the 
two curves had the same endpoints. Thus, in general, the value of a line integral depends 
not just on the endpoints of the curve but also on the path. (But see Section 16.3 for con-
ditions under which the integral is independent of the path.)

Notice also that the answers in Example 4 depend on the direction, or orientation, of 
the curve. If 2C1 denotes the line segment from s0, 2d to s25, 23d, you can verify, using 
the parametrization

x − 25t    y − 2 2 5t    0 < t < 1

that y  

2C1

 y 2 dx 1 x dy − 5
6

0 4

(_5, _3)

(0, 2)

C¡ C™

x=4-¥

x

y

FIGURE 7
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Example 4. Evaluate
´
C
y2 dx+x dy, where (See the figure.)

(a) C = C1 is the line segment from (−5,−3) to (0, 2)

(b) C = C2 is the arc of the parabola x = 4 − y2 from
(−5,−3) to (0, 2).
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Definition 16.2.5. Suppose that C is a smooth space curve given by the
parametric equations

x = x(t) y = y(t) z = z(t) a ≤ t ≤ b,

or by a vector equation r(t) = x(t)i + y(t)j + z(t)k. If f is a function three
variables that is continuous on some region containing C, then the line integral
of f along C (with respect to arc length) is

ˆ
C

f(x, y, z) ds = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i , z
∗
i ) ∆si

if this limit exists.

Remark 3. Using the formula for the length of C we can write

ˆ
C

f(x, y, z) ds =

ˆ b

a

f(x(t), y(t), z(t))

√(
dx

dt

)2

+

(
dy

dt

)2

+

(
dz

dt

)2

dt,

or, more compactly, ˆ b

a

f(r(t))|r′(t)| dt.

For the special case f(x, y, z) = 1, we get

ˆ
C

ds =

ˆ b

a

|r′(t)| dt = L

where L is the length of the curve C.

Definition 16.2.6. The integrals

ˆ
C

f(x, y, z) dx = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i , z
∗
i ) ∆xi =

ˆ b

a

f(x(t), y(t), z(t))x′(t) dt

ˆ
C

f(x, y, z) dy = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i , z
∗
i ) ∆yi =

ˆ b

a

f(x(t), y(t), z(t))y′(t) dt

ˆ
C

f(x, y, z) dz = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i , z
∗
i ) ∆zi =

ˆ b

a

f(x(t), y(t), z(t))z′(t) dt

are called the line integrals of f along C with respect to x, y, and z.

Remark 4. As with line integrals in the plane, we evaluate integrals of the
form ˆ

C

P (x, y, z) dx+Q(x, y, z) dy +R(x, y, z) dz

by expressing everything (x, y, z, dx, dy, dz) in terms of the parameter t.
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Line integrals along C with respect to x, y, and z can also be defined. For example,

 y
C
 f sx, y, zd dz − lim

n  l `
 o

n

i−1
 f sxi*, yi*, zi*d Dzi

 − yb

a
 f sxstd, ystd, zstdd z9std dt

Therefore, as with line integrals in the plane, we evaluate integrals of the form

10  y
C
 Psx, y, zd dx 1 Qsx, y, zd dy 1 Rsx, y, zd dz 

by expressing everything sx, y, z, dx, dy, dzd in terms of the parameter t.

EXAMPLE 5 Evaluate yC y sin z ds, where C is the circular helix given by the equa tions 
x − cos t, y − sin t, z − t, 0 < t < 2!. (See Figure 9.)

SOLUTION Formula 9 gives

 y
C
 y sin z ds − y2!

0
 ssin td sin tÎS dx

dt D2

1 S dy
dt D2

1 S dz
dtD2 

 dt

 − y2!

0
 sin2tssin2t 1 cos 2t 1 1 dt − s2  y2!

0
 12s1 2 cos 2td dt

 − s2 

2
 ft 2 1

2 sin 2tg0

2!
− s2 ! ■

EXAMPLE 6 Evaluate yC y dx 1 z dy 1 x dz, where C consists of the line segment C1 
from s2, 0, 0d to s3, 4, 5d, followed by the vertical line segment C2 from s3, 4, 5d to 
s3, 4, 0d.

SOLUTION The curve C is shown in Figure 10. Using Equation 8, we write C1 as

rstd − s1 2 td k2, 0, 0 l 1 t k3, 4, 5 l − k2 1 t, 4t, 5t l

or, in parametric form, as

x − 2 1 t    y − 4t    z − 5t    0 < t < 1

Thus

 y
C1

 y dx 1 z dy 1 x dz − y1

0
 s4td dt 1 s5td4 dt 1 s2 1 td5 dt

 − y1

0
 s10 1 29td dt − 10t 1 29 

t 2

2 G0

1

− 24.5

Likewise, C2 can be written in the form

rstd − s1 2 td k3, 4, 5 l 1 tk3, 4, 0 l − k3, 4, 5 2 5t l

or x − 3    y − 4    z − 5 2 5t    0 < t < 1

1
x

z

y

C

1

0

_1

0

_1
0

2

4

6

1
x

z

y

C

1

0

_1

0

_1
0

2

4

6

FIGURE 9

y

z

x

0

(3, 4, 5)

(3, 4, 0)

(2, 0, 0)

C¡ C™

FIGURE 10
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Example 5. Evaluate
´
C
y sin z ds, where C is the circular

helix given by the equations x = cos t, y = sin t, z = t,
0 ≤ t ≤ 2π. (See the figure.)
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Example 6. Evaluate
´
C
y dx + z dy + x dz, where C consists of the line

segment C1 from (2, 0, 0) to (3, 4, 5), followed by the vertical line segment C2

from (3, 4, 5) to (3, 4, 0).
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Then dx − 0 − dy, so

y
C2

 y dx 1 z dy 1 x dz − y1

0
 3s25d dt − 215

Adding the values of these integrals, we obtain

 y
C
 y dx 1 z dy 1 x dz − 24.5 2 15 − 9.5 ■

Line Integrals of Vector Fields
Recall from Section 6.4 that the work done by a variable force f sxd in moving a particle 
from a to b along the x-axis is W − yb

a  f sxd dx. Then in Section 12.3 we found that the 
work done by a constant force F in moving an object from a point P to another point Q in
space is W − F ! D, where D − PQ

l
 is the displacement vector.

Now suppose that F − P i 1 Q j 1 R k is a continuous force field on R 3, such as the 
gravitational field of Example 16.1.4 or the electric force field of Example 16.1.5. (A force 
field on R 2 could be regarded as a special case where R − 0 and P and Q depend only 
on x and y.) We wish to compute the work done by this force in moving a particle along 
a smooth curve C.

We divide C into subarcs Pi21Pi with lengths Dsi by dividing the parameter interval 
fa, bg into subintervals of equal width. (See Figure 1 for the two-dimensional case or  
Figure 11 for the three-dimensional case.) Choose a point Pi*sxi*, yi*, zi*d on the ith sub-
arc corresponding to the parameter value ti*. If Dsi is small, then as the particle moves 
from Pi21 to Pi along the curve, it proceeds approximately in the direction of Tsti*d, the 
unit tangent vector at Pi*. Thus the work done by the force F in moving the particle from 
Pi21 to Pi is approximately

Fsxi*, yi*, zi*d ! fDsi Tsti*dg − fFsxi*, yi*, zi*d ! Tsti*dg Dsi

and the total work done in moving the particle along C is approximately

11  o
n

i−1
 fFsxi*, yi*, zi*d ? Tsxi*, yi*, zi*dg Dsi 

where Tsx, y, zd is the unit tangent vector at the point sx, y, zd on C. Intuitively, we see 
that these approximations ought to become better as n becomes larger. Therefore we 
define the work W  done by the force field F as the limit of the Riemann sums in (11), 
namely,

12  W − y
C
 Fsx, y, zd ! Tsx, y, zd ds − y

C
 F ! T ds 

Equation 12 says that work is the line integral with respect to arc length of the tangen tial 
component of the force.

If the curve C is given by the vector equation rstd − xstd i 1 ystd j 1 zstd k, then 
Tstd − r9stdy| r9std |, so using Equation 9 we can rewrite Equation 12 in the form

 W − yb

a
 FFsrstdd !

r9std
| r9std |G | r9std | dt − yb

a
 Fsrstdd ! r9std dt

0

F(x*i , y*i , z*i )
T(t*i )

Pi

P¸

Pi-1

P*i (x*i , y*i , z*i ) y

z

x

Pn

FIGURE 11

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

Definition 16.2.7. Suppose that F = P i + Qj + Rk is a
continuous force field on R3. We define the work W done by
the force field F as the limit of the Riemann sums

n∑
i=1

[F(x∗i , y
∗
i , z
∗
i ) ·T(x∗i , y

∗
i , z
∗
i )] ∆si

where P ∗i (x∗i , y
∗
i , z
∗
i ) is a point on the ith subarc Pi−1Pi of C,

and T(x, y, z) is the unit tangent vector at the point (x, y, z)
on C. That is,

W =

ˆ
C

F(x, y, z) ·T(x, y, z) ds =

ˆ
C

F ·T ds.

Remark 5. If the curve C is given by the vector equation r(t) = x(t)i+y(t)j+
z(t)k, then T(t) = r′(t)/|r′(t)|, so

W =

ˆ b

a

[
F(r(t)) · r′(t)

|r′(t)|

]
|r′(t)| dt =

ˆ b

a

F(r(t)) · r′(t) dt,

which we abbreviate as
´
C

F · dr.

Definition 16.2.8. Let F be a continuous vector field defined on a smooth
curve C given by a vector function r(t), a ≤ t ≤ b. Then the line integral of
F along C is

ˆ
C

F · dr =

ˆ b

a

F(r(t)) · r′(t)dt =

ˆ
C

F ·T ds.

Example 7. Find the work done by the force field F(x, y) = x2i − xyj in
moving a particle along the quarter-circle r(t) = cos ti + sin tj, 0 ≤ t ≤ π/2.
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Example 8. Evaluate
´
C

F · dr, where F(x, y, z) = xyi + yzj + zxk and C is
the twisted cubic given by

x = t y = t2 z = t3 0 ≤ t ≤ 1.

Theorem 16.2.2. Suppose the vector field F on R3 is given in component
form by F = P i +Qj +Rk. Then

ˆ
C

F · dr =

ˆ
C

P dx+Qdy +Rdz.

Proof.

ˆ
C

F · dr =

ˆ b

a

F(r(t)) · r′(t) dt

=

ˆ b

a

(P i +Qj +Rk) · (x′(t)i + y′(t)j + z′(t)k) dt

=

ˆ b

a

[
P (x(t), y(t), z(t))x′(t) +Q(x(t), y(t), z(t))y′(t) +R(x(t), y(t), z(t))z′(t)

]
dt
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16.3 Fundamental Theorem for Line Integrals

Theorem 16.3.1 (Fundamental Theorem for Line Integrals). Let C be a
smooth curve given by the vector function r(t), a ≤ t ≤ b. Let f be a differen-
tiable function of two or three variables whose gradient vector ∇f is continuous
on C. Then ˆ

C

∇f · dr = f(r(b))− f(r(a)).

 SECTION 16.3  The Fundamental Theorem for Line Integrals 1087

B

I  current to its magnetic effects and states that

y
C
 B ! dr − !0 I

   where I is the net current that passes through any surface 
bounded by a closed curve C, and !0 is a constant called the 
permeability of free space. By taking C to be a circle with 
radius r, show that the magnitude B − | B | of the magnetic 
field at a distance r from the center of the wire is

B −
!0 I
2"r

Recall from Section 5.3 that Part 2 of the Fundamental Theorem of Calculus can be 
written as

1  yb

a
 F9sxd dx − Fsb d 2 Fsa d 

where F9 is continuous on fa , b g. We also called Equation 1 the Net Change Theorem: 
The integral of a rate of change is the net change.

If we think of the gradient vector = f  of a function f  of two or three variables as a sort 
of derivative of f , then the following theorem can be regarded as a version of the Funda-
mental Theorem for line integrals.

2   Theorem Let C be a smooth curve given by the vector function rstd,  
a < t < b . Let f  be a differentiable function of two or three variables whose 
gradient vector = f  is continuous on C. Then

y
C
 = f ! dr − f srsb dd 2 f srsa dd

0

A(x¡, y¡) B(x™, y™)

C x

y

(a)

0

A(x¡, y¡, z¡)
B(x™, y™, z™)

C

y

z

x

(b )

FIGURE 1

NOTE Theorem 2 says that we can evaluate the line integral of a conservative vec-
tor field (the gradient vector field of the potential function f ) simply by knowing the 
value of f  at the endpoints of C. In fact, Theorem 2 says that the line integral of = f  is 
the net change in f. If f  is a function of two variables and C is a plane curve with initial 
point Asx1, y1d and terminal point Bsx2, y2d, as in Figure 1(a), then Theorem 2 becomes

y
C
 = f ! dr − f sx2, y2d 2 f sx1, y1d

 If f  is a function of three variables and C is a space curve joining the point Asx1, y1, z1 d 
to the point Bsx2, y2, z2 d, as in Figure 1(b), then we have

y
C
 = f ! dr − f sx2, y2, z2 d 2 f sx1, y1, z1 d

Let’s prove Theorem 2 for this case.
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Proof. If f is a function of three variables and C is a space
curve joining the point A(x1, y1, z1) to the point B(x2, y2, z2),
as in the figure, then the theorem becomes

ˆ
C

∇f · dr = f(x2, y2, z2)− f(x1, y1, z1).

In this case (the case for two variables is similar),

ˆ
C

∇f · dr =

ˆ b

a

∇f(r(t)) · r′(t) dt

=

ˆ b

a

(
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
+
∂f

∂z

dz

dt

)
dt

=

ˆ b

a

d

dt
f(r(t)) dt

= f(r(b))− f(r(a)).

Example 1. Find the work done by the gravitational field

F(x) = −mMG

|x|3
x

in moving a particle with mass m from the point (3, 4, 12) to the point (2, 2, 0)
along a piecewise-smooth curve C. (See Example 16.1.4.)
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A curve is called closed if its terminal point coincides with its initial point, that is, 
rsbd − rsad. (See Figure 2.) If yC F ! dr is independent of path in D and C is any closed 
path in D, we can choose any two points A and B on C and regard C as being composed 
of the path C1 from A to B followed by the path C2 from B to A. (See Fig ure 3.) Then

y
C
 F ! dr − y  

C1

 F ! dr 1 y  

C2

 F ! dr − y  

C1

 F ! dr 2 y  

2C2

 F ! dr − 0

since C1 and 2C2 have the same initial and terminal points.
Conversely, if it is true that yC F ! dr − 0 whenever C is a closed path in D, then we 

demonstrate independence of path as follows. Take any two paths C1 and C2 from A to B 
in D and define C to be the curve consisting of C1 followed by 2C2. Then

0 − y
C
 F ! dr − y  

C1

 F ! dr 1 y  

2C2

 F ! dr − y  

C1

 F ! dr 2 y  

C2

 F ! dr

and so yC1
 F ! dr − yC2

 F ! dr. Thus we have proved the following theorem.

3   Theorem yC F ! dr is independent of path in D if and only if yC F ! dr − 0 
for every closed path C in D.

Since we know that the line integral of any conservative vector field F is independent 
of path, it follows that yC F ! dr − 0 for any closed path. The physical interpretation is 
that the work done by a conservative force field (such as the gravitational or electric field 
in Section 16.1) as it moves an object around a closed path is 0.

The following theorem says that the only vector fields that are independent of path are 
conservative. It is stated and proved for plane curves, but there is a similar version for 
space curves. We assume that D is open, which means that for every point P in D there is 
a disk with center P that lies entirely in D. (So D doesn’t contain any of its boundary 
points.) In addition, we assume that D is connected: this means that any two points in D 
can be joined by a path that lies in D.

4   Theorem Suppose F is a vector field that is continuous on an open con-
nected region D. If yC F ! dr is independent of path in D, then F is a conservative 
vector field on D; that is, there exists a function f  such that = f − F.

PROOF Let Asa, bd be a fixed point in D. We construct the desired potential function f  
by defining

f sx, yd − ysx, yd

sa, bd
 F ! dr

for any point sx, yd in D. Since yC F ! dr is independent of path, it does not matter  
which path C from sa, bd to sx, yd is used to evaluate f sx, yd. Since D is open, there 
exists a disk contained in D with center sx, yd. Choose any point sx1, yd in the disk with 
x1 , x and let C consist of any path C1 from sa, bd to sx1, yd followed by the horizontal 
line segment C2 from sx1, yd to sx, yd. (See Figure 4.) Then

f sx, yd − y  

C1

 F ! dr 1 y  

C2

 F ! dr − ysx1, yd

sa, bd
 F ! dr 1 y  

C2

 F ! dr

Notice that the first of these integrals does not depend on x, so

−

−x
 f sx, yd − 0 1

−

−x
 y  

C2

 F ! dr

C

C¡

C™
B

A

FIGURE 2  
A closed curve

FIGURE 3
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x0

y

D
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C¡

C™
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Remark 1. In general, if F is a continuous vector field with
domain D, we say that the line integral

´
C

F · dr is inde-
pendent of path if

´
C1

F · dr =
´
C2

F · dr for any two paths
C1 and C2 in D that have the same initial points and the
same terminal points. By Theorem 16.3.1, line integrals of
conservative vector fields are independent of path. A curve
is called closed if its terminal point coincides with its initial point, that is,
r(b) = r(a). (See the figure.)

Theorem 16.3.2.
´
C

F·dr is independent of path in D if and only if
´
C

F·dr =
0 for every closed path C in D.
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A curve is called closed if its terminal point coincides with its initial point, that is, 
rsbd − rsad. (See Figure 2.) If yC F ! dr is independent of path in D and C is any closed 
path in D, we can choose any two points A and B on C and regard C as being composed 
of the path C1 from A to B followed by the path C2 from B to A. (See Fig ure 3.) Then

y
C
 F ! dr − y  

C1

 F ! dr 1 y  

C2

 F ! dr − y  

C1

 F ! dr 2 y  

2C2

 F ! dr − 0

since C1 and 2C2 have the same initial and terminal points.
Conversely, if it is true that yC F ! dr − 0 whenever C is a closed path in D, then we 

demonstrate independence of path as follows. Take any two paths C1 and C2 from A to B 
in D and define C to be the curve consisting of C1 followed by 2C2. Then

0 − y
C
 F ! dr − y  

C1

 F ! dr 1 y  

2C2

 F ! dr − y  

C1

 F ! dr 2 y  

C2

 F ! dr

and so yC1
 F ! dr − yC2

 F ! dr. Thus we have proved the following theorem.

3   Theorem yC F ! dr is independent of path in D if and only if yC F ! dr − 0 
for every closed path C in D.

Since we know that the line integral of any conservative vector field F is independent 
of path, it follows that yC F ! dr − 0 for any closed path. The physical interpretation is 
that the work done by a conservative force field (such as the gravitational or electric field 
in Section 16.1) as it moves an object around a closed path is 0.

The following theorem says that the only vector fields that are independent of path are 
conservative. It is stated and proved for plane curves, but there is a similar version for 
space curves. We assume that D is open, which means that for every point P in D there is 
a disk with center P that lies entirely in D. (So D doesn’t contain any of its boundary 
points.) In addition, we assume that D is connected: this means that any two points in D 
can be joined by a path that lies in D.

4   Theorem Suppose F is a vector field that is continuous on an open con-
nected region D. If yC F ! dr is independent of path in D, then F is a conservative 
vector field on D; that is, there exists a function f  such that = f − F.

PROOF Let Asa, bd be a fixed point in D. We construct the desired potential function f  
by defining

f sx, yd − ysx, yd

sa, bd
 F ! dr

for any point sx, yd in D. Since yC F ! dr is independent of path, it does not matter  
which path C from sa, bd to sx, yd is used to evaluate f sx, yd. Since D is open, there 
exists a disk contained in D with center sx, yd. Choose any point sx1, yd in the disk with 
x1 , x and let C consist of any path C1 from sa, bd to sx1, yd followed by the horizontal 
line segment C2 from sx1, yd to sx, yd. (See Figure 4.) Then

f sx, yd − y  

C1

 F ! dr 1 y  

C2

 F ! dr − ysx1, yd

sa, bd
 F ! dr 1 y  

C2

 F ! dr

Notice that the first of these integrals does not depend on x, so

−

−x
 f sx, yd − 0 1

−

−x
 y  

C2

 F ! dr

C
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Proof. If
´
C

F · dr is independent of path in D and C is any
closed path in D, we can choose any two points A and B on
C as being composed of the path C1 from A to B followed
by the path C2 from B to A. (See the figure.) Then

ˆ
C

F ·dr =

ˆ
C1

F ·dr+

ˆ
C2

F ·dr =

ˆ
C1

F ·dr−
ˆ
−C2

F ·dr = 0

since C1 and −C2 have the same initial and terminal points.
Conversely, if it is true that

´
C

F · dr = 0 whenever C is a closed path in D,
then we demonstrate independence of path as follows. Take any two paths
C1 and C2 from A to B in D and define C to be the curve consisting of C1

followed by −C2. Then

0 =

ˆ
C

F · dr =

ˆ
C1

F · dr +

ˆ
−C2

F · dr =

ˆ
C1

F · dr−
ˆ
C2

F · dr

and so
´
C1

F · dr =
´
C2

F · dr.

Theorem 16.3.3. Suppose F is a vector field that is continuous on an open
connected region D. (By open we mean that for every point P in D there is
a disk with center P that lies entirely in D, and by connected we mean that
any two points in D can be joined by a path that lies in D.) If

´
C

F · dr is
independent of path in D, then F is a conservative vector field on D; that is,
there exists a function f such that ∇f = F.

Theorem 16.3.4. If F(x, y) = P (x, y)i+Q(x, y)j is a conservative vector field,
where P and Q have continuous first-order partial derivatives on a domain D,
then throughout D we have

∂P

∂y
=
∂Q

∂x
.
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Definition 16.3.1. A simple curve is a curve that does not intersect itself
anywhere between its endpoints. [See the figure; r(a) = r(b) for a simple
closed curve, but r(t1) 6= r(t2) when a < t2 < t2 < b.]
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If we write F − P i 1 Q j, then

y  

C2

 F ! dr − y  

C2

 P dx 1 Q dy

On C2, y is constant, so dy − 0. Using t as the parameter, where x1 < t < x, we have

 
−

−x
 f sx, yd −

−

−x
 y

C
2

 P dx 1 Q dy −
−

−x
 y x

x1

 Pst, yd dt − Psx, yd

by Part 1 of the Fundamental Theorem of Calculus (see Section 5.3). A similar argu-
ment, using a vertical line segment (see Figure 5), shows that

−

−y
 f sx, yd −

−

−y
 y  

C2

 P dx 1 Q dy −
−

−y
 yy

y1

 Qsx, td dt − Qsx, yd

Thus F − P i 1 Q j−
−f
−x

 i 1
−f
−y

 j− = f  

which says that F is conservative. ■

The question remains: how is it possible to determine whether or not a vector field  
F is conservative? Suppose it is known that F − P i 1 Q j is conservative, where P and  
Q have continuous first-order partial derivatives. Then there is a function f  such that  
F − = f , that is,

P −
−f
−x

    and    Q −
−f
−y

Therefore, by Clairaut’s Theorem,

−P
−y

−
−2 f

−y −x
−

−2 f
−x −y

−
−Q
−x

5   Theorem If Fsx, yd − Psx, yd i 1 Qsx, yd j is a conservative vector field, 
where P and Q have continuous first-order partial derivatives on a domain D, 
then throughout D we have

−P
−y

−
−Q
−x

The converse of Theorem 5 is true only for a special type of region. To explain this, 
we first need the concept of a simple curve, which is a curve that doesn’t intersect itself 
anywhere between its endpoints. [See Figure 6; rsad − rsbd for a simple closed curve, 
but rst1 d ± rst2 d when a, t1 , t2 , b.]

In Theorem 4 we needed an open connected region. For the next theorem we need a 
stronger condition. A simply-connected region in the plane is a connected region D 
such that every simple closed curve in D encloses only points that are in D. Notice from 
Figure 7 that, intuitively speaking, a simply-connected region contains no hole and can’t 
consist of two separate pieces.

In terms of simply-connected regions, we can now state a partial converse to Theo-
rem 5 that gives a convenient method for verifying that a vector field on R 2 is conserva-
tive. The proof will be sketched in the next section as a consequence of Green’s Theorem.
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Definition 16.3.2. A simply-connected region in the plane is a connected
region D such that every simple closed curve in D encloses only points that
are in D. [See the figure; a simply-connected region contains no hole and
cannot consist of two separate pieces.]
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If we write F − P i 1 Q j, then

y  

C2

 F ! dr − y  

C2

 P dx 1 Q dy

On C2, y is constant, so dy − 0. Using t as the parameter, where x1 < t < x, we have

 
−

−x
 f sx, yd −

−

−x
 y

C
2

 P dx 1 Q dy −
−

−x
 y x

x1

 Pst, yd dt − Psx, yd

by Part 1 of the Fundamental Theorem of Calculus (see Section 5.3). A similar argu-
ment, using a vertical line segment (see Figure 5), shows that

−

−y
 f sx, yd −

−

−y
 y  

C2

 P dx 1 Q dy −
−

−y
 yy

y1

 Qsx, td dt − Qsx, yd

Thus F − P i 1 Q j−
−f
−x

 i 1
−f
−y

 j− = f  

which says that F is conservative. ■

The question remains: how is it possible to determine whether or not a vector field  
F is conservative? Suppose it is known that F − P i 1 Q j is conservative, where P and  
Q have continuous first-order partial derivatives. Then there is a function f  such that  
F − = f , that is,

P −
−f
−x

    and    Q −
−f
−y

Therefore, by Clairaut’s Theorem,

−P
−y

−
−2 f

−y −x
−

−2 f
−x −y

−
−Q
−x

5   Theorem If Fsx, yd − Psx, yd i 1 Qsx, yd j is a conservative vector field, 
where P and Q have continuous first-order partial derivatives on a domain D, 
then throughout D we have

−P
−y

−
−Q
−x

The converse of Theorem 5 is true only for a special type of region. To explain this, 
we first need the concept of a simple curve, which is a curve that doesn’t intersect itself 
anywhere between its endpoints. [See Figure 6; rsad − rsbd for a simple closed curve, 
but rst1 d ± rst2 d when a, t1 , t2 , b.]

In Theorem 4 we needed an open connected region. For the next theorem we need a 
stronger condition. A simply-connected region in the plane is a connected region D 
such that every simple closed curve in D encloses only points that are in D. Notice from 
Figure 7 that, intuitively speaking, a simply-connected region contains no hole and can’t 
consist of two separate pieces.

In terms of simply-connected regions, we can now state a partial converse to Theo-
rem 5 that gives a convenient method for verifying that a vector field on R 2 is conserva-
tive. The proof will be sketched in the next section as a consequence of Green’s Theorem.
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Theorem 16.3.5. Let F = P i + Qj be a vector field on an open simply-
connected region D. Suppose that P and Q have continuous first-order partial
derivatives

∂P

∂y
=
∂Q

∂x
throughout D.

Then F is conservative.

176



Multivariable Calculus - Fundamental Theorem for Line Integrals 2019-2020

Example 2. Determine whether or not the vector field

F(x, y) = (x− y)i + (x− 2)j

is conservative.

Example 3. Determine whether or not the vector field

F(x, y) = (3 + 2xy)i + (x2 − 3y2)j

is conservative.
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Example 4. (a) If F(x, y) = (3 + 2xy)i + (x2 − 3y2)j, find a function f such
that F = ∇f .

(b) Evaluate the line integral
´
C

F · dr, where C is the curve given by

r(t) = et sin ti + et cos tj 0 ≤ t ≤ π.
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Example 5. If F(x, y, z) = y2i + (2xy+ e3z)j + 3ye3zk, find a function f such
that ∇f = F.
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16.4 Green’s Theorem

Definition 16.4.1. The positive orientation of a simple closed curve C refers
to a single counterclockwise traversal of C. Thus if C is given by the vector
function r(t), a ≤ t ≤ b, then the region D is always on the left as the point
r(t) traverses C. (See the figure.)

1096 CHAPTER 16  Vector Calculus

Green’s Theorem gives the relationship between a line integral around a simple closed 
curve C and a double integral over the plane region D bounded by C. (See Figure 1. We 
assume that D consists of all points inside C as well as all points on C.) In stating Green’s 
Theorem we use the convention that the positive orientation of a simple closed curve C 
refers to a single counterclockwise traversal of C. Thus if C is given by the vector func-
tion rstd, a < t < b, then the region D is always on the left as the point rstd traverses C.  
(See Figure 2.)

(a) Positive orientation

y

x0

D

C

(b) Negative orientation

y

x0

D

C

Green’s Theorem Let C be a positively oriented, piecewise-smooth, simple 
closed curve in the plane and let D be the region bounded by C. If P and Q have 
continuous partial derivatives on an open region that contains D, then

y
C
 P dx 1 Q dy − y

D

y S −Q
−x

2
−P
−y D dA

Recall that the left side of this equation  
is another way of writing yC F ! dr, 
where F − P i 1 Q j.

NOTE The notation

!y
C
 P dx 1 Q dy    or    g

C
P dx 1 Q dy

is sometimes used to indicate that the line integral is calculated using the positive orien-
tation of the closed curve C. Another notation for the positively oriented boundary curve 
of D is −D, so the equation in Green’s Theorem can be written as

1  y
D

y S −Q
−x

2
−P
−y D dA − y

−D
 P dx 1 Q dy 

Green’s Theorem should be regarded as the counterpart of the Fundamental Theorem 
of Calculus for double integrals. Compare Equation 1 with the statement of the Funda-
mental Theorem of Calculus, Part 2, in the following equation:

yb

a
 F9sxd dx − Fsbd 2 Fsad

In both cases there is an integral involving derivatives (F9, −Qy−x, and −Py−y) on the left 
side of the equation. And in both cases the right side involves the values of the original 
functions (F, Q, and P) only on the boundary of the domain. (In the one-dimensional case, 
the domain is an interval fa, bg whose boundary consists of just two points, a and b.)

y

x0

D

C

FIGURE 1

FIGURE 2
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Theorem 16.4.1 (Green’s Theorem). Let C be a positively oriented, piecewise-
smooth, simple closed curve in the plane and let D be the region bounded by C.
If P and Q have continuous partial derivatives on an open region that contains
D, then ˆ

C

P dx+Qdy =

¨
D

(
∂Q

∂x
− ∂P

∂y

)
dA.

Remark 1. The notation˛
P dx+Qdy or

ffi
P dx+Qdy

is sometimes used to indicate that the line integral is calculated using the
positive orientation of the closed curve C. Another notation for the positively
oriented boundary curve of D is ∂D, so the equation in Green’s Theorem can
be written as ¨

D

(
∂Q

∂x
− ∂P

∂y

)
dA =

ˆ
∂D

P dx+Qdy.
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Example 1. Evaluate
´
C
x4 dx+ xy dy, where C is the triangular curve con-

sisting of the line segments from (0, 0) to (1, 0), from (1, 0) to (0, 1), and from
(0, 1) to (0, 0).

Example 2. Evaluate
¸
C

(3y − esinx) dx+ (7x+
√
y4 + 1) dy, where C is the

circle x2 + y2 = 9.
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Theorem 16.4.2. The area of a region D is

A =

˛
C

x dy = −
˛
C

y dx =
1

2

˛
C

x dy − y dx.

Proof. Since the area of D is
˜
D

1 dA, we wish to choose P and Q so that

∂Q

∂x
− ∂P

∂y
= 1.

There are several possibilities:

P (x, y) = 0 P (x, y) = −y P (x, y) = −1

2
y

Q(x, y) = x Q(x, y) = 0 Q(x, y) =
1

2
x.

Then the result follows by Green’s Theorem.

Example 3. Find the area enclosed by the ellipse
x2

a2
+
y2

b2
= 1.
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Example 4. Evaluate
¸
C
y2 dx + 3xy dy, where C is the boundary of the

semiannular region D in the upper half-plane between the circles x2 + y2 = 1
and x2 + y2 = 4.

1100 CHAPTER 16  Vector Calculus

If we add these two equations, the line integrals along C3 and 2C3 cancel, so we get

y
C1øC2

P dx 1 Q dy − y
D

y S −Q
−x

2
−P
−y D dA

which is Green’s Theorem for D − D1 ø D2, since its boundary is C − C1 ø C2.
The same sort of argument allows us to establish Green’s Theorem for any !nite union 

of nonoverlapping simple regions (see Figure 7).

EXAMPLE 4 Evaluate !yC y 2 dx 1 3xy dy, where C is the boundary of the semiannular 
region D in the upper half-plane between the circles x 2 1 y 2 − 1 and x 2 1 y 2 − 4.

SOLUTION Notice that although D is not simple, the y-axis divides it into two simple 
regions (see Figure 8). In polar coordinates we can write

D − hsr, !d | 1 < r < 2, 0 < ! < "j
Therefore Green’s Theorem gives

!y
C

y 2 dx 1 3xy dy − y
D

y F −

−x
s3xyd 2

−

−y
sy 2 dG dA

− y
D

y y dA − y"

0
y2

1
sr sin !d r dr d!

− y"

0
 sin ! d! y2

1
r 2 dr − f2cos !g0

" f1
3 r 3 g1

2
−

14
3

Q

Green’s Theorem can be extended to apply to regions with holes, that is, regions that 
are not simply-connected. Observe that the boundary C of the region D in Figure 9 con-
sists of two simple closed curves C1 and C2. We assume that these boundary curves are  
oriented so that the region D is always on the left as the curve C is traversed. Thus the  
positive direction is counterclockwise for the outer curve C1 but clockwise for the inner 
curve C2. If we divide D into two regions D9 and D 0 by means of the lines shown in  
Figure 10 and then apply Green’s Theorem to each of D9 and D 0, we get

y
D

y S −Q
−x

2
−P
−y D dA − y

D9

y S −Q
−x

2
−P
−y D dA 1 y

D0

y S −Q
−x

2
−P
−y D dA

− y
−D9

P dx 1 Q dy 1 y
−D0

P dx 1 Q dy

Since the line integrals along the common boundary lines are in opposite directions, they 
cancel and we get

y
D

y S −Q
−x

2
−P
−y D dA − y

C1

P dx 1 Q dy 1 y
C2

P dx 1 Q dy − y
C

P dx 1 Q dy

which is Green’s Theorem for the region D.

EXAMPLE 5 If Fsx, yd − s2y i 1 x jdysx 2 1 y 2 d, show that yC F ! dr − 2" for every 
positively oriented simple closed path that encloses the origin.

SOLUTION Since C is an arbitrary closed path that encloses the origin, it’s dif!cult to 
compute the given integral directly. So let’s consider a counterclockwise-oriented circle C9

C

FIGURE 7

0

y

x

C

≈+¥=4

≈+¥=1
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Remark 2. Green’s Theorem can be extended to apply to
regions with holes, that is, regions that are not simply-
connected. Observe that the boundary C of the region D
in the top figure consists of two simple closed curves C1 and
C2. By dividing the region D into two regions D′ and D′′

by means of the lines shown in the bottom figure, and then
applying Green’s Theorem to each of D′ and D′′, we get

¨
D

(
∂Q

∂x
− ∂P

∂y

)
dA =

¨
D′

(
∂Q

∂x
− ∂P

∂y

)
dA+

¨
D′′

(
∂Q

∂x
− ∂P

∂y

)
dA

=

ˆ
∂D′

P dx+Qdy +

ˆ
∂D′′

P dx+Qdy

=

ˆ
C1

P dx+Qdy +

ˆ
C2

P dx+Qdy

=

ˆ
C

P dx+Qdy
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Example 5. If F(x, y) = (−yi + xj)/(x2 + y2), show that
´
C

F · dr = 2π for
every positively oriented simple closed path that encloses the origin.
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16.5 Curl and Divergence

Definition 16.5.1. If F = P i+Qj+Rk is a vector field on R3 and the partial
derivatives of P , Q, and R all exist, then the curl of F is the vector field on
R3 defined by

curl F =

(
∂R

∂y
− ∂Q

∂z

)
i +

(
∂P

∂z
− ∂R

∂x

)
j +

(
∂Q

∂x
− ∂P

∂y

)
k.

Remark 1. The equation for curl can be rewritten using operator notation by
introducing the vector differential operator ∇ (“del”) as

∇ = i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z
.

It has meaning when it operates on a scalar function to produce the gradient
of f :

∇f =

(
i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z

)
f =

∂f

∂x
i +

∂f

∂y
j +

∂f

∂z
k.

If we think of ∇ as a vector with components ∂/∂x, ∂/∂y, and ∂/∂z, we can
also consider the formal cross product of ∇ with the vector field F as follows:

∇× F =

∣∣∣∣∣∣∣∣∣∣
i j k

∂

∂x

∂

∂y

∂

∂z

P Q R

∣∣∣∣∣∣∣∣∣∣
=

(
∂R

∂y
− ∂Q

∂z

)
i +

(
∂P

∂z
− ∂R

∂x

)
j +

(
∂Q

∂x
− ∂P

∂y

)
k

= curl F.

Example 1. If F(x, y, z) = xzi + xyzj− y2k, find curl F.
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Theorem 16.5.1. If f is a function of three variables that has continuous
second-order partial derivatives, then

curl(∇f) = 0.

Proof.

curl(∇f) = ∇× (∇f) =

∣∣∣∣∣∣∣∣∣∣∣

i j k

∂

∂x

∂

∂y

∂

∂z
∂f

∂x

∂f

∂y

∂f

∂z

∣∣∣∣∣∣∣∣∣∣∣
=

(
∂2f

∂y∂z
− ∂2f

∂z∂y

)
i +

(
∂2f

∂z∂x
− ∂2f

∂x∂z

)
j +

(
∂2f

∂x∂y
− ∂2f

∂y∂x

)
k

= 0i + 0j + 0k = 0

by Clairaut’s Theorem.

Example 2. Show that the vector field F(x, y, z) = xzi + xyzj − y2k is not
conservative.

Theorem 16.5.2. If F is a vector field defined on all of R3 whose component
functions have continuous partial derivatives and curl F = 0, then F is a
conservative vector field.

Example 3. (a) Show that

F(x, y, z) = y2z3i + 2xyz3j + 3xy2z2k

is a conservative vector field.
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(b) Find a function f such that F = ∇f .

Definition 16.5.2. If F = P i + Qj + Rk is a vector field on R3 and ∂P/∂x,
∂Q/∂y, and ∂R/∂z exist, then the divergence of F is the function of three
variables defined by

div F =
∂P

∂x
+
∂Q

∂y
+
∂R

∂z
.

Remark 2. In terms of the gradient operator ∇ = (∂/∂x)i+(∂/∂y)j+(∂/∂z)k,
the divergence of F can be written symbolically as the dot product of ∇ and
F:

div F = ∇ · F.
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Example 4. If F(x, y, z) = xzi + xyzj− y2k, find div F.

Theorem 16.5.3. If F = P i +Qj +Rk is a vector field on R3 and P , Q, and
R have continuous second-order partial derivatives, then

div curl F = 0.

Proof.

div curl F = ∇ · (∇× F)

=
∂

∂x

(
∂R

∂y
− ∂Q

∂z

)
+

∂

∂y

(
∂P

∂z
− ∂R

∂x

)
+

∂

∂z

(
∂Q

∂x
− ∂P

∂y

)
=

∂2R

∂x∂y
− ∂2Q

∂x∂z
+

∂2P

∂y∂z
− ∂2R

∂y∂x
+

∂2Q

∂z∂x
− ∂2P

∂z∂y

= 0.

Example 5. Show that the vector field F(x, y, z) = xzi +xyzj− y2k can’t be
written as the curl of another vector field, that is, F 6= curl G.
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Theorem 16.5.4. Suppose a plane region D, its boundary curve C, and the
functions P and Q satisfy the hypotheses of Green’s Theorem where F = P i +
Qj. Then ˛

C

F · dr =

¨
D

(curl F) · k dA.

Proof. Regarding F as a vector field on R3 with third component 0, we have

˛
C

F · dr =

˛
C

P dx+Qdy

and

curl F =

∣∣∣∣∣∣∣∣∣∣
i j k

∂

∂x

∂

∂y

∂

∂z

P (x, y) Q(x, y) 0

∣∣∣∣∣∣∣∣∣∣
=

(
∂Q

∂x
− ∂P

∂y

)
k.

Therefore

(curl F) · k =

(
∂Q

∂x
− ∂P

∂y

)
k · k =

∂Q

∂x
− ∂P

∂y
,

and the result follows by Green’s Theorem.
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Theorem 16.5.5. Suppose a plane region D, its boundary curve C, and the
functions P and Q satisfy the hypotheses of Green’s Theorem where F = P i +
Qj. Then ˛

C

F · n ds =

¨
D

div F(x, y) dA.

Proof. If C is given by the vector equation

r(t) = x(t)i + y(t)j a ≤ t ≤ b

then the unit tangent vector is

T(t) =
x′(t)

|r′(t)|
i +

y′(t)

|r′(t)|
j

and the outward unit normal vector to C is given by

n(t) =
y′(t)

|r′(t)|
i− x′(t)

|r′(t)|
j.

Thus

˛
C

F · n ds =

ˆ b

a

(F · n)(t)|r′(t)| dt

=

ˆ b

a

[
P (x(t), y(t))y′(t)

|r′(t)|
− Q(x(t), y(t))x′(t)

|r′(t)|

]
|r′(t)| dt

=

ˆ b

a

P (x(t), y(t))y′(t) dt−Q(x(t), y(t))x′(t) dt

=

ˆ
C

P dy −Qdx =

¨
D

(
∂P

∂x
+
∂Q

∂y

)
dA

by Green’s Theorem.
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16.6 Parametric Surfaces and Their Areas

Definition 16.6.1. Suppose that

r(u, v) = x(u, v)i + y(u, v)j + z(u, v)k

is a vector-valued function defined on a region D in the uv-plane. So x, y,
and z, the component functions of r, are functions of the two variables u and
v with domain D. The set of all points (x, y, z) in R3 such that

x = x(u, v) y = y(u, v) z = z(u, v)

and (u, v) varies throughout D, is called a parametric surface S and the equa-
tions are called parametric equations of S. The surface S is traced out by the
tip of the position vector r(u, v) as (u, v) moves throughout the region D. (See
the figure.)

 seCtion 16.6  Parametric Surfaces and Their Areas 1111

So far we have considered special types of surfaces: cylinders, quadric surfaces, graphs 
of functions of two variables, and level surfaces of functions of three variables. Here we 
use vector functions to describe more general surfaces, called parametric surfaces, and 
compute their areas. Then we take the general surface area formula and see how it applies 
to special surfaces.

parametric surfaces
In much the same way that we describe a space curve by a vector function rstd of a single 
parameter t, we can describe a surface by a vector function rsu, vd of two param  eters u  
and v. We suppose that

1 rsu, vd − xsu, vd i 1 ysu, vd j 1 zsu, vd k 

is a vector-valued function defined on a region D in the uv-plane. So x, y, and z, the com-
ponent functions of r, are functions of the two variables u and v with domain D. The set 
of all points sx, y, zd in R 3 such that

2 x − xsu, vd    y − ysu, vd    z − zsu, vd 

and su, vd varies throughout D, is called a parametric surface S and Equations 2 are 
called parametric equations of S. Each choice of u and v gives a point on S; by making 
all choices, we get all of S. In other words, the surface S is traced out by the tip of the 
position vector rsu, vd as su, vd moves throughout the region D. (See Figure 1.)

0

z

x y

S

r(u, √)
0

√

u

D (u, √)
r

ExamplE 1 Identify and sketch the surface with vector equation

rsu, vd − 2 cos u i 1 v j 1 2 sin u k

soLUtion The parametric equations for this surface are

x − 2 cos u    y − v    z − 2 sin u

FIGURE 1  
A parametric surface

39.  We have seen that all vector fields of the form F − =t
satisfy the equation curl F − 0 and that all vector fields of the
form F − curl G satisfy the equation div F − 0 (assuming
continuity of the appropriate partial derivatives). This suggests
the question: are there any equations that all functions of the

  form f − div G must satisfy? Show that the answer to this 
question is “No” by proving that every continuous func- 
tion f  on R 3 is the divergence of some vector field.

[Hint: Let Gsx, y, zd − ktsx, y, zd, 0, 0l, where
tsx, y, zd − yx

0 f st, y, zd dt.]
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Example 1. Identify and sketch the surface with vector equation

r(u, v) = 2 cosui + vj + 2 sinuk.
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Definition 16.6.2. If a parametric surface S is given by a vector function
r(u, v) and we keep u constant by putting u = u0, then r(u0, v) becomes a
vector function of the single parameter v and defines a curve C1 lying on S.
(See the figure.)

1112 Chapter 16  Vector Calculus

So for any point sx, y, zd on the surface, we have

x 2 1 z2 − 4 cos2u 1 4 sin2u − 4

This means that vertical cross-sections parallel to the xz-plane (that is, with y constant) 
are all circles with radius 2. Since y − v and no restriction is placed on v, the surface  
is a circular cylinder with radius 2 whose axis is the y-axis (see Figure 2). ■

In Example 1 we placed no restrictions on the parameters u and v and so we obtained 
the entire cylinder. If, for instance, we restrict u and v by writing the parameter domain 
as

0 < u < �y2    0 < v < 3

then x > 0, z > 0, 0 < y < 3, and we get the quarter-cylinder with length 3 illustrated 
in Figure 3.

If a parametric surface S is given by a vector function rsu, vd, then there are two useful 
families of curves that lie on S, one family with u constant and the other with v constant. 
These families correspond to vertical and horizontal lines in the uv-plane. If we keep u 
constant by putting u − u0, then rsu0, vd becomes a vector function of the single param-
eter v and defines a curve C1 lying on S. (See Figure 4.)

r 

0 

z 

y 
x 

C¡  
C™

0 

D 

√=√ ̧  
(u     ¸, √¸)

u=u ̧  

u 

√ 

Similarly, if we keep v constant by putting v − v0, we get a curve C2 given by rsu, v0 d 
that lies on S. We call these curves grid curves. (In Example 1, for instance, the grid 
curves obtained by letting u be constant are horizontal lines whereas the grid curves with 
v constant are circles.) In fact, when a computer graphs a parametric surface, it usually 
depicts the surface by plotting these grid curves, as we see in the following example.

ExamplE 2 Use a computer algebra system to graph the surface

rsu, vd − ks2 1 sin vd cos u, s2 1 sin vd sin u, u 1 cos vl

Which grid curves have u constant? Which have v constant?

soLUtion We graph the portion of the surface with parameter domain 0 < u < 4�,
0 < v < 2� in Figure 5. It has the appearance of a spiral tube. To identify the grid 
curves, we write the corresponding parametric equations:

x − s2 1 sin vd cos u    y − s2 1 sin vd sin u    z − u 1 cos v

If v is constant, then sin v and cos v are constant, so the parametric equations resemble 
those of the helix in Example 13.1.4. Thus the grid curves with v constant are the spiral 
curves in Figure 5. We deduce that the grid curves with u constant must be the curves 

0 

(0, 0, 2)

(2, 0, 0)

x y 

z 

FIGURE 2

0 

(0 , 3, 2) 

x y 

z 

FIGURE 3

TEC Visual 16.6 shows animated ver-
sions of Figures 4 and 5, with moving 
grid curves, for several parametric 
surfaces.

FIGURE 4
z

y
x

u constant

√ constant

FIGURE 5
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Similarly, if we keep v constant by putting v = v0, we get a curve C2 given by
r(u, v0) that lies on S. We call these curves grid curves.

Example 2. Use a computer algebra system to graph the surface

r(u, v) = 〈(2 + sin v) cosu, (2 + sin v) sinu, u+ cos v〉.

Which grid curves have u constant? Which have v constant?
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Example 3. Find a vector function that represents the plane that passes
through the point P0 with position vector r0 and that contains two nonparallel
vectors a and b.

Example 4. Find a parametric representation of the sphere

x2 + y2 + z2 = a2.

193



Multivariable Calculus - Parametric Surfaces and Their Areas 2019-2020

Example 5. Find a parametric representation for the cylinder

x2 + y2 = 4 0 ≤ z ≤ 1.

Example 6. Find a vector function that represents the elliptic paraboloid
z = x2 + 2y2.

Example 7. Find a parametric representation for the surface z = 2
√
x2 + y2,

that is, the top half the cone z2 = 4x2 + 4y2.

194



Multivariable Calculus - Parametric Surfaces and Their Areas 2019-2020

Example 8. Find parametric equations for the surface generated by rotating
the curve y = sinx, 0 ≤ x ≤ 2π, about the x-axis. Use these equations to
graph the surface of revolution.

Definition 16.6.3. If S is a parametric surface traced out by a vector function

r(u, v) = x(u, v)i + y(u, v)j + z(u, v)k

at a point P0 with position vector r(u0, v0), and if we keep u constant by putting
u = u0, then r(u0, v) becomes a vector function of the single parameter v and
defines a grid curve C1 lying on S. The tangent vector to C1 at P0 is obtained
by taking the partial derivative of r with respect to v:

rv =
∂x

∂v
(u0, v0)i +

∂y

∂v
(u0, v0)j +

∂z

∂v
(u0, v0)k.

Similarly, if we keep v constant by putting v = v0, we get a grid curve C2 given
by r(u, v0) that lies on S, and its tangent vector at P0 is

ru =
∂x

∂u
(u0, v0)i +

∂y

∂u
(u0, v0)j +

∂z

∂u
(u0, v0)k.

If ru × rv is not 0, then the surface S is called smooth (it has no “corners”).
For a smooth surface, the tangent plane is the plane that contains the tangent
vectors ru and rv, and the vector ru × rv is a normal vector to the tangent
plane.
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Example 9. Find the tangent plane to the surface with parametric equations
x = u2, y = v2, z = u+ 2v at the point (1, 1, 3).

Definition 16.6.4. If a smooth parametric surface S is given by the equation

r(u, v) = x(u, v)i + y(u, v)j + z(u, v)k (u, v) ∈ D

and S is covered just once as (u, v) ranges throughout the parameter domain
D, then the surface area of S is

A(S) =

¨
D

|ru × rv| dA

where

ru =
∂x

∂u
i +

∂y

∂u
j +

∂z

∂u
k rv =

∂x

∂v
i +

∂y

∂v
j +

∂z

∂v
k.

1116 CHAPTER 16  Vector Calculus

Similarly, if we keep v constant by putting v − v0, we get a grid curve C2 given by 
rsu , v0 d that lies on S, and its tangent vector at P0 is

5  ru −
−x
−u

 su 0, v0 d i 1
−y
−u

 su 0, v0 d j 1
−z
−u

 su 0, v0 d k 

If ru 3 rv is not 0, then the surface S is called smooth (it has no “corners”). For a smooth 
surface, the tangent plane is the plane that contains the tangent vectors ru  and rv, and the 
vector ru 3 rv is a normal vector to the tangent plane.

EXAMPLE 9 Find the tangent plane to the surface with parametric equations x − u 2, 
y − v2, z − u 1 2v at the point s1, 1, 3d.

SOLUTION We first compute the tangent vectors:

 ru −
−x
−u

 i 1
−y
−u

 j 1
−z
−u

 k − 2u  i 1 k

 rv −
−x
−v

 i 1
−y
−v

 j 1
−z
−v

 k − 2v j 1 2 k

Thus a normal vector to the tangent plane is

ru 3 rv − Z i
2u
0

j
0
2v

k
1
2

Z − 22v i 2 4u  j 1 4u v k

Notice that the point s1, 1, 3d corresponds to the parameter values u − 1 and v − 1, so 
the normal vector there is

22 i 2 4 j 1 4 k

Therefore an equation of the tangent plane at s1, 1, 3d is

 22sx 2 1d 2 4sy 2 1d 1 4sz 2 3d − 0

or  x 1 2y 2 2z 1 3 − 0 ■

Surface Area
Now we define the surface area of a general parametric surface given by Equation 1. For 
simplicity we start by considering a surface whose parameter domain D is a rectangle, 
and we divide it into subrectangles Rij. Let’s choose su i*, vj*d to be the lower left corner 
of Rij. (See Figure 14.)

0
y

z

x

Pij
Sijr

(u*i , √*j )
0 u

√

Îu

Rij

Î√

Figure 13 shows the self-intersecting  
surface in Example 9 and its tangent 
plane at s1, 1, 3d.

z

x

y

(1, 1, 3)

FIGURE 13

FIGURE 14  
The image of the  

subrectangle Rij is the patch Sij.
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Example 10. Find the surface area of a sphere of radius a.
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Theorem 16.6.1. If a surface S has equation z = f(x, y), where (x, y) lies
in D and f has continuous partial derivatives, then the surface areas of S is

A(S) =

¨
D

√
1 +

(
∂z

∂x

)2

+

(
∂z

∂y

)2

dA.

Proof. We take x and y as parameters. The parametric equations are

x = x y = y z = f(x, y)

so

rx = i +

(
∂f

∂x

)
k ry = j +

(
∂f

∂y

)
k

and

rx × ry =

∣∣∣∣∣∣∣∣∣∣∣

i j k

1 0
∂f

∂x

0 1
∂f

∂y

∣∣∣∣∣∣∣∣∣∣∣
= −∂f

∂x
i− ∂f

∂y
j + k.

Thus we have

|rx × ry| =

√(
∂f

∂x

)2

+

(
∂f

∂y

)2

+ 1 =

√
1 +

(
∂z

∂x

)2

+

(
∂z

∂y

)2

.

Example 11. Find the area of the part of the paraboloid z = x2 + y2 that
lies under the plane z = 9.
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16.7 Surface Integrals
SeCtION 16.7  Surface Integrals 1123

angles Rij with dimensions Du and Dv. Then the surface S is divided into corresponding 
patches Sij as in Figure 1. We evaluate f  at a point Pij* in each patch, multiply by the area 
DSij of the patch, and form the Riemann sum

o
m

i−1
o

n

j−1
 f sPij*d DSij

Then we take the limit as the number of patches increases and define the surface inte-
gral of f  over the surface S as

1 y
S

y f sx, y, zd dS − lim 
m, n l `

o
m

i−1
o

n

j−1
 f sPij*d DSij 

Notice the analogy with the definition of a line integral (16.2.2) and also the analogy with 
the definition of a double integral (15.1.5).

To evaluate the surface integral in Equation 1 we approximate the patch area DSij by 
the area of an approximating parallelogram in the tangent plane. In our discussion of 
surface area in Section 16.6 we made the approximation

DSij < | ru 3 rv | Du Dv

where ru −
−x

−u
i 1

−y

−u
j 1

−z

−u
 k      rv −

−x

−v
i 1

−y

−v
j 1

−z

−v
 k

are the tangent vectors at a corner of Sij. If the components are continuous and ru and rv 
are nonzero and nonparallel in the interior of D, it can be shown from Definition 1, even 
when D is not a rectangle, that

2 y
S

y f sx, y, zd dS − y
D

y f srsu, vdd | ru 3 rv | dA

This should be compared with the formula for a line integral:

y
C

f sx, y, zd ds − yb

a
f srstdd | r9std | dt

Observe also that

y
S

y 1 dS − y
D

y | ru 3 rv | dA − AsSd

Formula 2 allows us to compute a surface integral by converting it into a double inte-
gral over the parameter domain D. When using this formula, remember that f srsu, vdd is 
evaluated by writing x − xsu, vd, y − ysu, vd, and z − zsu, vd in the formula for f sx, y, zd.

ExamplE 1 Compute the surface integral yyS x
2 dS, where S is the unit sphere

x 2 1 y 2 1 z2 − 1.

SOLUtION As in Example 16.6.4, we use the parametric representation

x − sin � cos �   y − sin � sin �   z − cos �   0 < � < �   0 < � < 2�

0

√

u

Rij

Î√
Îu

0

z

y
x

P*ij
S

Sij

D

r

FIGURE 1

We assume that the surface is covered 
only once as su, vd ranges throughout  
D. The value of the surface integral
does not depend on the parametrization 
that is used.
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Definition 16.7.1. Suppose that a surface S has a vector
equation

r(u, v)i + y(u, v)j + z(u, v)k (u, v) ∈ D.

Then the surface integral of f over the surface S is

¨
S

f(x, y, z) dS = lim
m,n→∞

m∑
i=1

n∑
j=1

f(P ∗ij) ∆Sij

where the areas ∆Sij are of patches of S that correspond
to subrectangles Rij with dimensions ∆u and ∆v, and the
points P ∗ij are sample points in each patch.

Remark 1. It can be shown, even when the parameter domain
D is not a rectangle, that

¨
S

f(x, y, z) dS =

¨
D

f(r(u, v))|ru × rv| dA,

and thus ¨
S

1 dS =

¨
D

|ru × rv| dA = A(S).

Example 1. Compute the surface integral
˜
S
x2 dS, where S is the unit sphere

x2 + y2 + z2 = 1.
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Theorem 16.7.1. If S is a surface with equation z = g(x, y), then

¨
S

f(x, y, z) dS =

¨
D

f(x, y, g(x, y))

√(
∂z

∂x

)2

+

(
∂z

∂y

)2

+ 1 dA.

Proof. Any surface S with equation z = g(x, y) can be regarded as a paramet-
ric surface with parametric equations

x = x y = y z = g(x, y)

and so we have

rx = i +

(
∂g

∂x

)
k ry = j +

(
∂g

∂y

)
k.

Thus

rx × ry = −∂g
∂x

i− ∂g

∂y
j + k

and

|rx × ry| =

√(
∂z

∂x

)2

+

(
∂z

∂y

)2

+ 1.

 SECTION 16.7  Surface Integrals 1125

Therefore, in this case, Formula 2 becomes

4  y
S

y fsx, y, zd dS− y
D

y f sx, y, tsx, yddÎS −z
−xD2

1 S −z
−yD2

1 1 dA 

Similar formulas apply when it is more convenient to project S onto the yz-plane or  
xz-plane. For instance, if S is a surface with equation y − h sx, zd and D is its projection 
onto the xz-plane, then

y
S

y f sx, y, zd dS− y
D

y f sx, h sx, zd, zdÎS −y
−xD2

1 S −y
−zD2

1 1 dA

EXAMPLE 2 Evaluate yyS y dS, where S is the surface z − x 1 y 2, 0 < x < 1, 
0 < y < 2. (See Figure 2.)

SOLUTION Since
−z
−x

− 1    and    
−z
−y

− 2y

Formula 4 gives

 y
S

y y dS− y
D

y yÎ1 1 S −z
−xD2

1 S −z
−yD2 

 dA

 − y1

0
 y2

0
 ys1 1 1 1 4y 2  dy dx

 − y1

0
 dx s2  y2

0
 ys1 1 2y 2  dy

  − s2 (1
4)2

3 s1 1 2y 2 d3y2g0

2
−

13s2 

3
 ■

If S is a piecewise-smooth surface, that is, a finite union of smooth surfaces S1, S2, . . . , 
Sn  that intersect only along their boundaries, then the surface integral of f  over S is 
defined by

y
S

y f sx, y, zd dS− y
S1

y f sx, y, zd dS1 ∙ ∙ ∙ 1 y
Sn

y f sx, y, zd dS

EXAMPLE 3 Evaluate yyS z dS, where S is the surface whose sides S1 are given by the 
cylinder x 2 1 y 2 − 1, whose bottom S2 is the disk x 2 1 y 2 < 1 in the plane z − 0, and 
whose top S3 is the part of the plane z − 1 1 x that lies above S2.

SOLUTION The surface S is shown in Figure 3. (We have changed the usual position  
of the axes to get a better look at S.) For S1 we use ! and z as parameters (see Exam- 
ple 16.6.5) and write its parametric equations as

x − cos !    y − sin !    z − z
where

0 < ! < 2"    and    0 < z < 1 1 x − 1 1 cos !

y

x

z

FIGURE 2

0 

S¡ (≈+¥=1) 

S™ 

S£ (z=1+x ) 

x 

z 

y 

FIGURE 3
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Example 2. Evaluate
˜
S
y dS, where S is the surface z =

x+ y2, 0 ≤ x ≤ 1, 0 ≤ y ≤ 2. (See the figure.)
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Definition 16.7.2. If S is a piecewise-smooth surface, that is, a finite union
of smooth surfaces S1, S2, . . . , Sn that intersect only along their boundaries,
then the surface integral of f over S is defined by

¨
S

f(x, y, z) dS =

¨
S1

f(x, y, z) dS + · · ·+
¨
Sn

f(x, y, z) dS.

Example 3. Evaluate
˜
S
z dS, where S is the surface whose sides S1 are given

by the cylinder x2 + y2 = 1, whose bottom S2 is the disk x2 + y2 ≤ 1 in the
plane z = 0, and whose top S3 is the part of the plane z = 1 + x that lies
above S2.
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Definition 16.7.3. If S is a surface that has a tangent plane at every point
(x, y, z) (except at any boundary point), and if it is possible to choose a unit
normal vector n at every such point so that n varies continuously over S, then
S is called an oriented surface and the given choice of n provides S with an
orientation. There are two possible orientations for any orientable surface (see
the figure).

SeCtION 16.7  Surface Integrals 1127

Oriented Surfaces
To define surface integrals of vector fields, we need to rule out nonorientable surfaces such 
as the Möbius strip shown in Figure 4. [It is named after the German geometer August 
Möbius (1790–1868).] You can construct one for yourself by taking a long rectangular 
strip of paper, giving it a half-twist, and taping the short edges together as in Fig ure 5. 
If an ant were to crawl along the Möbius strip starting at a point P, it would end up on  
the “other side” of the strip (that is, with its upper side pointing in the opposite direction). 
Then, if the ant continued to crawl in the same direction, it would end up back at the same 
point P without ever having crossed an edge. (If you have constructed a Möbius strip, 
try drawing a pencil line down the middle.) Therefore a Möbius strip really has only one 
side. You can graph the Möbius strip using the parametric equations in Exercise 16.6.32.

A 

B 

D 

C 

A 

B

C 

D

From now on we consider only orientable (two-sided) surfaces. We start with a sur-
face S that has a tangent plane at every point sx, y, zd on S (except at any boundary point). 
There are two unit normal vectors n1 and n2 − 2n1 at sx, y, zd. (See Figure 6.) 

If it is possible to choose a unit normal vector n at every such point sx, y, zd so that n 
varies con tinuously over S, then S is called an oriented surface and the given choice of 
n provides S with an orientation. There are two possible orientations for any orient-
able surface (see Figure 7).

n 
n 

n 

n 
n 

n n 
n 

n n 

For a surface z − tsx, yd given as the graph of t, we use Equation 3 to associate with
the surface a natural orientation given by the unit normal vector

5 n −

2
−t
−x

i 2
−t
−y

 j 1 k

Î1 1 S −t
−xD2

1 S −t
−yD2 

Since the k-component is positive, this gives the upward orientation of the surface.
If S is a smooth orientable surface given in parametric form by a vector function  

rsu, vd, then it is automatically supplied with the orientation of the unit normal vector

6 n −
ru 3 rv

| ru 3 rv |
and the opposite orientation is given by 2n. For instance, in Example 16.6.4 we found 

A Möbius strip

P 

FIGURE 4  

TEC Visual 16.7 shows a Möbius 
strip with a normal vector that can be 
moved along the surface.

n¡

n™

0 

y 

z 

x 

FIGURE 6

FIGURE 5 
Constructing a Möbius strip

FIGURE 7  
The two orientations  
of an orientable surface
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Remark 2. For a closed surface, that is, a surface that is the boundary of a
solid region E, the convention is that the positive orientation is the one for
which the normal vectors point outward from E, and inward-pointing normals
give the negative orientation (see the figure).

1128 CHAPTER 16  Vector Calculus

the parametric representation

rs!, "d − a sin ! cos " i 1 a sin ! sin " j 1 a cos ! k

for the sphere x 2 1 y 2 1 z2 − a 2. Then in Example 16.6.10 we found that

r! 3 r" − a 2 sin2! cos " i 1 a 2 sin2! sin " j 1 a 2 sin ! cos ! k

and | r! 3 r" | − a 2 sin !

So the orientation induced by rs!, "d is defined by the unit normal vector

n −
r! 3 r"

| r! 3 r" | − sin ! cos " i 1 sin ! sin " j 1 cos ! k −
1
a

 rs!, "d

Observe that n points in the same direction as the position vector, that is, outward from the 
sphere (see Figure 8). The opposite (inward) orientation would have been obtained (see 
Figure 9) if we had reversed the order of the parameters because r" 3 r! − 2r! 3 r".

0 

y

z

x
y 

z 

x 

FIGURE 8  
Positive orientation

FIGURE 9  
Negative orientation

For a closed surface, that is, a surface that is the boundary of a solid region E, the  
convention is that the positive orientation is the one for which the normal vectors point  
outward from E, and inward-pointing normals give the negative orientation (see Fig-
ures 8 and 9).

Surface Integrals of Vector Fields
Suppose that S is an oriented surface with unit normal vector n, and imagine a fluid with 
density #sx, y, zd and velocity field vsx, y, zd flowing through S. (Think of S as an imagi-
nary surface that doesn’t impede the fluid flow, like a fishing net across a stream.) Then the 
rate of flow (mass per unit time) per unit area is #v. If we divide S into small patches Sij,  
as in Figure 10 (compare with Figure 1), then Sij is nearly planar and so we can approxi-
mate the mass of fluid per unit time crossing Sij in the direction of the normal n by the 
quantity

s#v ! ndAsSijd

where #, v, and n are evaluated at some point on Sij. (Recall that the component of 
the vector #v in the direction of the unit vector n is #v ! n.) By summing these quantities 
and taking the limit we get, according to Definition 1, the surface integral of the function 
#v ! n over S:

7  y
S

y #v ! n dS − y
S

y #sx, y, zdvsx, y, zd ! nsx, y, zd dS 

and this is interpreted physically as the rate of flow through S.
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n 
F=∏v

S 
Sij

FIGURE 10
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Positive orientation Negative Orientation

Definition 16.7.4. If F is a continuous vector field defined on an oriented
surface S with unit normal vector n, then the surface integral of F over S is

¨
S

F · dS =

¨
S

F · n dS.

This integral is also called the flux of F across S.

Theorem 16.7.2. If S is given by a vector function r(u, v), then

¨
S

F · dS =

¨
D

F · (ru × rv) dA

where D is the parameter domain.
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Proof. If S is given by a vector function r(u, v), then n is given by

n =
ru × rv
|ru × rv|

and thus we have¨
S

F · dS =

¨
S

F · ru × rv
|ru × rv|

dS

=

¨
D

[
F(r(u, v)) · ru × rv

|ru × rv|

]
|ru × rv| dA.

Example 4. Find the flux of the vector field F(x, y, z) = zi + yj + xk across
the unit sphere x2 + y2 + z2 = 1.

203



Multivariable Calculus - Surface Integrals 2019-2020

Remark 3. In the case of a surface S given by a graph z = g(x, y), we can
think of x and y as parameters and write

F · (rx × ry) = (P i +Qj +Rk) ·
(
−∂g
∂x

i− ∂g

∂y
j + k

)
.

Thus ¨
S

F · dS =

¨
D

(
−P ∂g

∂x
−Q∂g

∂y
+R

)
dA.

Example 5. Evaluate
˜
S

F · dS, where F(x, y, z) = yi + xj + zk and S is the
boundary of the solid region E enclosed by the paraboloid z = 1−x2− y2 and
the plane z = 0.
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Definition 16.7.5. If E is an electric field, then the surface integral

¨
S

E · dS

is called the electric flux of E through the surface S. Gauss’s Law says that
the net charge enclosed by a closed surface S is

Q = ε0

¨
S

E · dS

where ε0 is a constant (called the permittivity of free space) that depends on
the units used.

Definition 16.7.6. Suppose the temperature at a point (x, y, z) in a body is
u(x, y, z). Then the heat flow is defined as the vector field

F = −K∇u

where K is an experimentally determined constant called the conductivity of
the substance. The rate of heat flow across the surface S in the body is then
given by the surface integral

¨
S

F · dS = −K
¨
S

∇u · dS.

Example 6. The temperature u in a metal ball is proportional to the square
of the distance from the center of the ball. Find the rate of heat flow across a
sphere S of radius a with center at the center of the ball.
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16.8 Stokes’ Theorem

1134 Chapter 16  Vector Calculus

 4�4�.  Seawater has density 1025 kgym3 and flows in a velocity field 
v − y i 1 x j, where x, y, and z are measured in meters and the 
components of v in meters per second. Find the rate of flow 
outward through the hemisphere x 2 1 y 2 1 z 2 − 9, z > 0.

 4�5�.  Use Gauss’s Law to find the charge contained in the solid 
hemisphere x 2 1 y 2 1 z2 < a 2, z > 0, if the electric field is 

Esx, y, zd − x i 1 y j 1 2z k

 4�6�.  Use Gauss’s Law to find the charge enclosed by the cube  
with vertices s61, 61, 61d if the electric field is 

Esx, y, zd − x i 1 y j 1 z k

 4�7.  The temperature at the point sx, y, zd in a substance with
conductivity K − 6.5 is usx, y, zd − 2y 2 1 2z2. Find the rate
of heat flow inward across the cylindrical surface y 2 1 z2 − 6,
0 < x < 4.

 4�8.  The temperature at a point in a ball with conductivity K is 
inversely proportional to the distance from the center of the 
ball. Find the rate of heat flow across a sphere S of radius a 
with center at the center of the ball.

 4�9.  Let F be an inverse square field, that is, Fsrd − cry| r |3 for
some constant c, where r − x i 1 y j 1 z k. Show that the flux 
of F across a sphere S with center the origin is independent of 
the radius of S.

38.  Find a formula for yyS F � dS similar to Formula 10 for the case
where S is given by x − ksy, zd and n is the unit normal that
points forward (that is, toward the viewer when the axes are
drawn in the usual way).

 39.  Find the center of mass of the hemisphere x 2 1 y 2 1 z2 − a 2,
z > 0, if it has constant density.

 4�0.  Find the mass of a thin funnel in the shape of a cone 
z − sx 2 1 y 2 , 1 < z < 4, if its density function is
�sx, y, zd − 10 2 z.

 4�1. (a)  Give an integral expression for the moment of inertia Iz 
about the z-axis of a thin sheet in the shape of a surface S if 
the density function is �.

(b)  Find the moment of inertia about the z-axis of the funnel in
Exercise 40.

 4�2.  Let S be the part of the sphere x 2 1 y2 1 z2 − 25 that lies 
above the plane z − 4. If S has constant density k, find  
(a) the center of mass and (b) the moment of inertia about
the z-axis.

 4�3.  A fluid has density 870 kgym3 and flows with velocity 
v − z i 1 y 2 j 1 x 2 k, where x, y, and z are measured in 
meters and the components of v in meters per second. Find the 
rate of flow outward through the cylinder x 2 1 y 2 − 4, 
0 < z < 1.

Stokes’ Theorem can be regarded as a higher-dimensional version of Green’s Theo rem. 
Whereas Green’s Theorem relates a double integral over a plane region D to a line inte-
gral around its plane boundary curve, Stokes’ Theorem relates a surface integral over a 
surface S to a line integral around the boundary curve of S (which is a space curve). Fig-
ure 1 shows an oriented surface with unit normal vector n. The orientation of S induces 
the positive orientation of the boundary curve C shown in the figure. This means that 
if you walk in the positive direction around C with your head pointing in the direction of 
n, then the surface will always be on your left.

Stokes’ Theorem Let S be an oriented piecewise-smooth surface that is 
bounded by a simple, closed, piecewise-smooth boundary curve C with positive 
orientation. Let F be a vector field whose components have continuous partial 
derivatives on an open region in R 3 that contains S. Then

y
C
 F � dr − y

S

y curl F � dS

Since

y
C
 F � dr − y

C
 F � T ds    and    y

S

y curl F � dS − y
S

y curl F � n dS

S 

y 

z 

x 

C 
0 

n 

n 

FIGURE 1
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Definition 16.8.1. The figure shows an oriented surface
with unit normal vector n. The orientation of S induces
the positive orientation of the boundary curve C shown in
the figure. This means that if you walk in the positive direc-
tion around C with your head pointing in the direction of n,
then the surface will always be on your left.

Theorem 16.8.1 (Stokes’ Theorem). Let S be an oriented
piecewise-smooth surface that is bounded by a simple, closed,
piecewise-smooth boundary curve C with positive orientation.
Let F be a vector field whose components have continuous partial derivatives
on an open region in R3 that contains S. Then

ˆ
C

F · dr =

¨
S

curl F · dS.

Example 1. Evaluate
´
C

F · dr, where F(x, y, z) = −y2i + xj + z2k and C is
the curve of intersection of the plane y + z = 2 and the cylinder x2 + y2 = 1.
(Orient C to be counterclockwise when viewed from above).
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SeCtIon 16.8  Stokes’ Theorem 1137

the disk x 2 1 y 2 < 1 and so using Equation 16.7.10 with z − tsx, yd − 2 2 y, we have

 y
C
 F � dr − y

S

y curl F � dS − y
D

y s1 1 2yd dA

 − y2�

0
y1

0
 s1 1 2r sin �d r dr d�

− y2�

0
F r 2

2
1 2 

r 3

3
 sin �G

0

1

d� − y2�

0
(1

2 1 2
3 sin �) d�

 − 1
2 s2�d 1 0 − � ■

ExamplE 2 Use Stokes’ Theorem to compute the integral yyS curl F � dS, where
Fsx, y, zd − xz i 1 yz j 1 xy k and S is the part of the sphere x 2 1 y 2 1 z2 − 4 that  
lies inside the cylinder x 2 1 y 2 − 1 and above the xy-plane. (See Figure 4.)

SoLUtIon To find the boundary curve C we solve the equations x 2 1 y 2 1 z2 − 4 and 
 x 2 1 y 2 − 1. Subtracting, we get z2 − 3 and so z − s3  (since z . 0). Thus C is the
circle given by the equations x 2 1 y 2 − 1, z − s3 . A vector equation of C is

rstd − cos t i 1 sin t j 1 s3  k    0 < t < 2�

so r9std − 2sin t i 1 cos t j

Also, we have

Fsrstdd − s3  cos t i 1 s3  sin t j 1 cos t sin t k

Therefore, by Stokes’ Theorem,

 y
S

y curl F � dS − y
C
 F � dr − y2�

0
 Fsrstdd � r9std dt

 − y2�

0
(2s3  cos t sin t 1 s3  sin t cos t) dt

− s3  y2�

0
 0 dt − 0 ■

Note that in Example 2 we computed a surface integral simply by knowing the values 
of F on the boundary curve C. This means that if we have another oriented surface with 
the same boundary curve C, then we get exactly the same value for the surface integral!

In general, if S1 and S2 are oriented surfaces with the same oriented boundary curve C 
and both satisfy the hypotheses of Stokes’ Theorem, then

3 y
S1

y curl F � dS − y
C
 F � dr − y

S2

y curl F � dS 

This fact is useful when it is difficult to integrate over one surface but easy to integrate 
over the other.

We now use Stokes’ Theorem to throw some light on the meaning of the curl vector. 
Suppose that C is an oriented closed curve and v represents the velocity field in fluid 
flow. Consider the line integral

y
C
 v � dr − y

C
 v � T ds

0 

S 

≈+¥+z@=4 

C 

≈+¥=1 
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x 

FIGURE 4
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Example 2. Use Stokes’ Theorem to compute the integral˜
S

curl F · dS, where F(x, y, z) = xzi + yzj + xyk and S is
the part of the sphere x2 + y2 + z2 = 4 that lies inside the
cylinder x2+y2 = 1 and above the xy-plane. (See the figure.)
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16.9 The Divergence Theorem

Definition 16.9.1. Regions E that are simultaneously of types 1, 2, and 3
are called simple solid regions. The boundary of E is a closed surface, and we
use the convention that the positive orientation is outward; that is, the unit
normal vector n is directed outward from E.

Theorem 16.9.1 (The Divergence Theorem). Let E be a simple solid region
and let S be the boundary surface of E, given with positive (outward) orien-
tation. Let F be a vector field whose component functions have continuous
partial derivatives on an open region that contains E. Then

¨
S

F · dS =

˚
E

div F dV.

Example 1. Find the flux of the vector field F(x, y, z) = zi + yj + xk over
the unit sphere x2 + y2 + z2 = 1.
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 SECTION 16.9  The Divergence Theorem 1143

Comparison with Equation 5 shows that

y
S

y R k ! n dS − y y
E

y 
−R
−z

 dV

Equations 2 and 3 are proved in a similar manner using the expressions for E as a  
type 2 or type 3 region, respectively. ■

EXAMPLE 1 Find the flux of the vector field Fsx, y, zd − z i 1 y j 1 x k over the unit 
sphere x 2 1 y 2 1 z2 − 1.

SOLUTION First we compute the divergence of F:

div F −
−

−x
 szd 1

−

−y
 syd 1

−

−z
 sxd − 1

The unit sphere S is the boundary of the unit ball B given by x 2 1 y 2 1 z2 < 1. Thus 
the Divergence Theorem gives the flux as

  y
S

y F ! dS − y y
B

y  div F dV − y y
B

y 1 dV − VsBd − 4
3 !s1d3 −

4!

3
 ■

EXAMPLE 2 Evaluate yyS F ! dS, where

Fsx, y, zd − xy i 1 (y 2 1 exz2) 

j 1 sinsxyd k

and S is the surface of the region E bounded by the parabolic cylinder z − 1 2 x 2 and 
the planes z − 0, y − 0, and y 1 z − 2. (See Figure 2.)

SOLUTION It would be extremely difficult to evaluate the given surface integral  
directly. (We would have to evaluate four surface integrals corresponding to the four 
pieces of S.) Furthermore, the divergence of F is much less complicated than F itself:

 div F −
−

−x
 sxyd 1

−

−y
 (y 2 1 exz2) 1

−

−z
 ssin xyd − y 1 2y − 3y

Therefore we use the Divergence Theorem to transform the given surface integral into a 
triple integral. The easiest way to evaluate the triple integral is to express E as a type 3 
region:

E − hsx, y, zd | 21 < x < 1, 0 < z < 1 2 x 2, 0 < y < 2 2 z j
Then we have

  y
S

y F ! dS − y y
E

y div F dV − y y
E

y 3y dV

 − 3 y1

21
 y12x2

0  y22z

0  y dy dz dx − 3 y1

21
 y12x2

0
 
s2 2 zd2

2
 dz dx

 −
3
2

 y1

21
 F2

s2 2 zd3

3 G
0

12x2

dx − 21
2 y1

21
 fsx 2 1 1d3 2 8g dx

 − 2y1

0
 sx 6 1 3x 4 1 3x 2 2 7d dx −

184
35

 ■

Notice that the method of proof of the  
Divergence Theorem is very similar to 
that of Green’s Theorem.

The solution in Example 1 should  
be compared with the solution in  
Exam ple 16.7.4.
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Example 2. Evaluate
˜
S

F · dS, where

F(x, y, z) = xyi + (y2 + exz
2

)j + sin(xy)k

and S is the surface of the region E bounded by the parabolic
cylinder z = 1−x2 and the planes z = 0, y = 0, and y+z = 2.
(See the figure.)
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Example 3. In Example 16.1.5 we considered the electric field

E(x) =
εQ

|x|3
x

where the electric charge Q is located at the origin and x = 〈x, y, z〉 is a
position vector. Use the Divergence Theorem to show that the electric flux of
E through any closed surface S2 that encloses the origin is

¨
S2

E · dS = 4πεQ.
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16.10 Summary

Fundamental Theorem of Calculus

ˆ b

a

F ′(x) dx = F (b)− F (a)

 SECTION 16.10  Summary 1147

The main results of this chapter are all higher-dimensional versions of the Funda mental 
Theorem of Calculus. To help you remember them, we collect them together here (with-
out hypotheses) so that you can see more easily their essential similarity. Notice that in 
each case we have an integral of a “derivative” over a region on the left side, and the right  
side involves the values of the original function only on the boundary of the region.

Fundamental Theorem of Calculus yb

a
 F9sxd dx − Fsbd 2 Fsad a b 

Fundamental Theorem for Line Integrals y
C
 = f ! dr − f srsbdd 2 f srsadd 

r (a) 

r (b) 

C 

Green’s Theorem y
D

y S −Q
−x

2
−P
−y D dA − y

C
 P dx 1 Q dy 

C 

D 

Stokes’ Theorem y
S

y curl F ! dS − y
C
 F ! dr 

C 

S 

n 

Divergence Theorem y y
E

y div F dV − y
S

y F ! dS E 

S 
n 

n 
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Fundamental Theorem for Line Integrals

ˆ
C

∇f · dr = f(r(b))− f(r(a))

 SECTION 16.10  Summary 1147

The main results of this chapter are all higher-dimensional versions of the Funda mental 
Theorem of Calculus. To help you remember them, we collect them together here (with-
out hypotheses) so that you can see more easily their essential similarity. Notice that in 
each case we have an integral of a “derivative” over a region on the left side, and the right  
side involves the values of the original function only on the boundary of the region.
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Green’s Theorem y
D

y S −Q
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−P
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Green’s Theorem

¨
D

(
∂Q

∂x
− ∂P

∂y

)
dA =

ˆ
C

P dx+Qdy

 SECTION 16.10  Summary 1147

The main results of this chapter are all higher-dimensional versions of the Funda mental 
Theorem of Calculus. To help you remember them, we collect them together here (with-
out hypotheses) so that you can see more easily their essential similarity. Notice that in 
each case we have an integral of a “derivative” over a region on the left side, and the right  
side involves the values of the original function only on the boundary of the region.

Fundamental Theorem of Calculus yb

a
 F9sxd dx − Fsbd 2 Fsad a b 

Fundamental Theorem for Line Integrals y
C
 = f ! dr − f srsbdd 2 f srsadd 
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Green’s Theorem y
D

y S −Q
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Stokes’ Theorem

¨
S

curl F · dS =

ˆ
C

F · dr

SeCtion 16.10  Summary 1147

The main results of this chapter are all higherdimensional versions of the Funda mental 
Theorem of Calculus. To help you remember them, we collect them together here (with
out hypotheses) so that you can see more easily their essential similarity. Notice that in 
each case we have an integral of a “derivative” over a region on the left side, and the right  
side involves the values of the original function only on the boundary of the region.
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Chapter 17

Second-Order Differential
Equations

17.1 Second-Order Linear Equations

Definition 17.1.1. A second-order linear differential equation has the form

P (x)
d2y

dx2
+Q(x)

dy

dx
+R(x)y = G(x)

where P , Q, R, and G are continuous functions.

Definition 17.1.2. When G(x) = 0, for all x, in the equation in Definition
17.1.1. it is called a homogeneous linear equation. Thus the form of a second-
order linear homogeneous differential equation

P (x)
d2y

dx2
+Q(x)

dy

dx
+R(x)y = 0.

If G(x) 6= 0 for some x, the equation is nonhomogeneous.

Theorem 17.1.1. If y1(x) and y2(x) are both solutions of a linear homoge-
neous equation and c1 and c2 are any constants, then the linear combination
y(x) = c1y1(x) + c2y2(x) is also a solution.

Proof. Since y1 and y2 are solutions of a linear homogeneous equation, we have

P (x)y′′1 +Q(x)y′1 +R(x)y1 = 0

P (x)y′′2 +Q(x)y′2 +R(x)y2 = 0.
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Therefore, using the basic rules for differentiation, we have

P (x)y′′+Q(x)y′ +R(x)y

= P (x)(c1y1 + c2y2)′′ +Q(x)(c1y1 + c2y2)′ +R(x)(c1y1 + c2y2)

= P (x)(c1y
′′
1 + c2y

′′
2) +Q(x)(c1y

′
1 + c2y

′
2) +R(x)(c1y1 + c2y2)

= c1[P (x)y′′1 +Q(x)y′1 +R(x)y1] + c2[P (x)y′′2 +Q(x)y′2 +R(x)y2]

= c1(0) + c2(0) = 0.

Definition 17.1.3. Solutions y1 and y2 to a linear homogeneous equation are
linearly independent if neither y1 nor y2 is a constant multiple of the other.
Otherwise, they are linearly dependent.

Theorem 17.1.2. If y1 and y2 are linearly independent solutions of a linear
homogeneous equation on an interval, and P (x) is never 0, then the general
solution is given by

y(x) = c1y1(x) + c2y2(x)

where c1 and c2 are arbitrary constants.

Remark 1. If y = erx then y′ = rerx and y′′ = r2erx, so y = erx is a solution of
ay′′ + by′ + cy = 0 if

ar2erx + brerx + cerx = 0

(ar2 + br + c)erx = 0.

But erx is never 0. Thus y = erx is a solution if r is a root of the equation
ar2 + br + c = 0, called the auxiliary equation (or characteristic equation) of
the differential equation ay′′+by′+cy = 0. The roots r1 and r2 of the auxiliary
equation can be found by factoring or using the quadratic formula:

r1 =
−b+

√
b2 − 4ac

2a
r2 =

−b−
√
b2 − 4ac

2a
.

Theorem 17.1.3 (Case I: b2−4ac > 0). If the roots r1 and r2 of the auxiliary
equation ar2 + br + c = 0 are real and unequal, then the general solution of
ay′′ + by′ + cy = 0 is

y = c1e
r1x + c2e

r2x.

Proof. In this case the roots r1 and r2 of the auxiliary equation are real and
distinct, so y1 = er1x and y2 = er2x are two linearly independent solutions of
ay′′ + by′ + cy = 0.
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Example 1. Solve the equation y′′ + y′ − 6y = 0.

Example 2. Solve 3
d2y

dx2
+
dy

dx
− y = 0.

Theorem 17.1.4 (Case II: b2−4ac = 0). If the auxiliary equation ar2+br+c =
0 has only one real root r, then the general solution of ay′′ + by′ + cy = 0 is

y = c1e
rx + c2xe

rx.

Proof. By the quadratic formula,

r = − b

2a
so 2ar + b = 0.

We know that y1 = erx is one solution of ay′′ + by′ + cy = 0. We now verify
that y2 = xerx is also a solution:

ay′′2 + by′2 + cy2 = a(2rerx + r2xerx) + b(erx + rxerx) + cxerx

= (2ar + b)erx + (ar2 + br + c)xerx

= 0(erx) + 0(xerx) = 0.

Since y1 = erx and y2 = xerx are linearly independent solutions, Theorem
17.1.2 provides us with the general solution.
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Example 3. Solve the equation 4y′′ + 12y′ + 9y = 0.

Theorem 17.1.5 (Case III: b2−4ac < 0). If the roots of the auxiliary equation
ar2 + br + c = 0 are the complex numbers r1 = α + iβ, r2 = α − iβ, then the
general solution of ay′′ + by′ + cy = 0 is

y = eαx(c1 cos βx+ c2 sin βx).

Proof. Using Euler’s equation

eiθ = cos θ + i sin θ,

we write the solution of the differential equation as

y = C1e
r1x + C2e

r2x = C1e
(α+iβ)x + C2e

(α−iβ)x

= C1e
αx(cos βx+ i sin βx) + C2e

αx(cos βx− i sin βx)

= eαx[(C1 + C2) cos βx+ i(C1 − C2) sin βx]

= eαx(c1 cos βx+ c2 sin βx)

where c1 = C1 + C2, c2 = i(C1 − C2).

Example 4. Solve the equation y′′ − 6y′ + 13y = 0.
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Definition 17.1.4. An initial-value problem for a second-order linear differ-
ential equation consists of finding a solution y of the differential equation that
also satisfies initial conditions of the form

y(x0) = y0 y′(x0) = y1

where y0 and y1 are given constants.

Example 5. Solve the initial-value problem

y′′ + y′ − 6y = 0 y(0) = 1 y′(0) = 0.
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Example 6. Solve the initial-value problem

y′′ + y = 0 y(0) = 2 y′(0) = 3.

Definition 17.1.5. A boundary-value problem for a second-order linear dif-
ferential equation consists of finding a solution y of the differential equation
that also satisfies boundary conditions of the form

y(x0) = y0 y(x1) = y1.

Example 7. Solve the boundary problem

y′′ + 2y′ + y = 0 y(0) = 1 y(1) = 3.
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17.2 Nonhomogeneous Linear Equations

Theorem 17.2.1. The general solution of the nonhomogeneous differential
equation can be written as

y(x) = yp(x) + yc(x)

where yp is a particular solution of ay′′+ by′+ cy = G(x) and yc is the general
solution of the complementary equation ay′′ + by′ + cy = 0.

Proof. We verify that if y is any solution of ay′′+ by′+ cy = G(x), then y− yp
is a solution of the complementary equation. Indeed

a(y − yp)′′ + b(y − yp)′ + c(y − yp) = ay′′ − ay′′p + by′ − by′p + cy − cyp
= (ay′′ + by′ + cy)− (ay′′p + by′p + cyp)

= G(x)−G(x) = 0

This shows that every solution is of the form y(x) = yp(x) + yc(x). It remains
to show that every function of this form is a solution. Indeed

a(yp + yc)
′′ + b(yp + yc)

′ + c(yp + yc) = ay′′p + ay′′c + by′p + by′c + cyp + cyc

= (ay′′p + by′p + cyp) + (ay′′c + by′c + cyc)

= G(x) + 0 = G(x).

Remark 1 (The Method of Undetermined Coefficients).

1. If G(x) = ekxP (x), where P is a polynomial of degree n, then try yp(x) =
ekxQ(x), where Q(x) is an nth-degree polynomial (whose coefficients are
determined by substituting in the differential equation).

2. If G(x) = ekxP (x) cosmx or G(x) = ekxP (x) sinmx, where P is an
nth-degree polynomial, then try

yp(x) = ekxQ(x) cosmx+ ekxR(x) sinmx

where Q and R are nth-degree polynomials.

Modification: If any term of yp is a solution of the complementary equation,
multiply yp by x (or by x2 if necessary).
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Example 1. Solve the equation y′′ + y′ − 2y = x2.
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Example 2. Solve y′′ + 4y = e3x.

Example 3. Solve y′′ + y′ − 2y = sinx.

220



Multivariable Calculus - Nonhomogeneous Linear Equations 2019-2020

Example 4. Solve y′′ − 4y = xex + cos 2x.
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Example 5. Solve y′′ + y = sinx.
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Example 6. Determine the form of the trial solution for the differential equa-
tion y′′ − 4y′ + 13y = e2x cos 3x.

Remark 2. Suppose we have already solved the homogeneous equation ay′′ +
by′ + cy = 0 and written the solution as

y(x) = c1y1(x) + c2y2(x)

where y1 and y2 are linearly independent solutions. We replace the constants
(or parameters) c1 and c2 by arbitrary functions u1(x) and u2(x). We then look
for a particular solution of the nonhomogeneous equation ay′′+by′+cy = G(x)
of the form

yp(x) = u1(x)y1(x) + u2(x)y2(x).

This method is called variation of parameters because we have varied the
parameters c1 and c2 to make them functions.
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Example 7. Solve the equation y′′ + y = tanx, 0 < x < π/2.
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17.3 Applications of Differential Equations

1168 CHAPTER 17  Second-Order Differential Equations

 24. y 0 1 y − sec3x, 0 , x , !y2

 25. y 0 2 3y9 1 2y −
1

1 1 e2x

 26. y 0 1 3y9 1 2y − sinse x d

 27. y 0 2 2y9 1 y −
e x

1 1 x 2

 28. y 0 1 4y9 1 4y −
e22x

x 3

19–22 Solve the differential equation using (a) undetermined 
coefficients and (b) variation of parameters.

 19. 4y 0 1 y − cos x 20. y 0 2 2y9 2 3y − x 1 2

 21. y 0 2 2y9 1 y − e2x

 22. y 0 2 y9 − e x

23–28 Solve the differential equation using the method of varia-
tion of parameters.

 23. y 0 1 y − sec2x, 0 , x , !y2

Second-order linear differential equations have a variety of applications in science and 
engineering. In this section we explore two of them: the vibration of springs and electric 
circuits.

Vibrating Springs
We consider the motion of an object with mass m at the end of a spring that is either ver-
tical (as in Figure 1) or horizontal on a level surface (as in Figure 2).

In Section 6.4 we discussed Hooke’s Law, which says that if the spring is stretched (or 
compressed) x units from its natural length, then it exerts a force that is proportional to x:

restoring force − 2kx

where k is a positive constant (called the spring constant). If we ignore any external 
resisting forces (due to air resistance or friction) then, by Newton’s Second Law (force 
equals mass times acceleration), we have

1  m 
d 2x
dt 2 − 2kx    or    m 

d 2x
dt 2 1 kx − 0 

This is a second-order linear differential equation. Its auxiliary equation is mr 2 1 k − 0 
with roots r − 6"i, where  " − skym . Thus the general solution is

xstd − c1 cos "t 1 c2 sin "t

which can also be written as

xstd − A coss"t 1 #d

where  " − skym   (frequency)

  A − sc1
2 1 c2

2   (amplitude)

cos # −
c1

A
      sin # − 2

c2

A
  s# is the phase angled 

(See Exercise 17.) This type of motion is called simple harmonic motion.

x0 x

equilibrium position

m

m

x

0

x m

equilibrium
position

FIGURE 2

FIGURE 1
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Remark 1. Consider the motion of an object with mass m at
the end of a spring that is either vertical (as in the first figure)
or horizontal on a level surface (as in the second figure).
Hooke’s Law, which says that if the spring is stretched (or
compressed) x units from its natural length, then it exerts a
force that is proportional to x:

restoring force = −kx

where k is a positive constant (called the spring constant). If
we ignore any external resisting forces (due to air resistance
or friction) then, by Newton’s Second Law (force equals mass
times acceleration), we have

m
d2x

dt2
= −kx or m

d2x

dt2
+ kx = 0.

This is a second-order linear differential equation. Its auxiliary equation is
mr2 +k = 0 with roots r = ±ωi, where ω =

√
k/m. Thus the general solution

is
x(t) = c1 cosωt+ c2 sinωt

which can also be written as

x(t) = A cos(ωt+ δ)

where

ω =
√
k/m

A =
√
c2

1 + c2
2

cos δ =
c1

A
sin δ = −c2

A
.

This type of motion is called simple harmonic motion.
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Example 1. A spring with a mass of 2 kg has natural length 0.5 m. A force
of 25.6 N is required to maintain it stretched to a length of 0.7 m. If the spring
is stretched to a length of 0.7 m and then released with initial velocity 0, find
the position of the mass at any time t.
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Remark 2. Assume that the damping force is proportional to the velocity of
the mass and acts in the direction opposite to the motion. Thus

damping force = −cdx
dt

where c is a positive constant, called the damping constant. Thus, in this case,
Newton’s Second Law gives

m
d2x

dt2
= restoring force + damping force = −kx− cdx

dt

or

m
d2x

dt2
+ c

dx

dt
+ kx = 0.

This is a second-order linear differential equation and its auxiliary equation is
mr2 + cr + k = 0. The roots are

r1 =
−c+

√
c2 − 4mk

2m
r2 =

−c−
√
c2 − 4mk

2m
.

Case I: c2 − 4mk > 0 (overdamping).
In this case r1 and r2 are distinct real roots and

x = c1e
r1t + c2e

r2t.

Case II: c2 − 4mk = 0 (critical damping).
This case corresponds to equal roots

r1 = r2 = − c

2m

and the solution is given by

x = (c1 + c2t)e
−(c/2m)t.

Case III: c2 − 4mk < 0 (underdamping).
Here the roots are complex:

r1

r2

}
= − c

2m
± ωi

where

ω =

√
4mk − c2

2m
.

The solution is given by

x = e−(c/2m)t(c1 cosωt+ c2 sinωt).
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Example 2. Suppose that the spring of Example 1 is immersed in a fluid with
damping constant c = 40. Find the position of the mass at any time t if it
starts from the equilibrium position and is given a push to start it with an
initial velocity of 0.6 m/s.

Remark 3. Suppose that, in addition to the restoring force and the damping
force, the motion of the spring is affected by an external force F (t). Then
Newton’s Second Law gives

m
d2x

dt2
= restoring force + damping force + external force

= −kx− cdx
dt

+ F (t).

Thus, instead of the homogeneous equation, the motion of the spring is now
governed by the following nonhomogeneous differential equation:

m
d2x

dt2
+ c

dx

dt
+ kx = F (t).
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Remark 4. The circuit shown in the figure contains an electromotive force
E (supplied by a battery or generator), a resistor R, an indicator L, and a
capacitor C, in series. If the charge on the capacitor at time t is Q = Q(t),
then the current is the rate of change of Q with respect to t: I = dQ/dt. It
is known from physics that the voltage drops across the resistor, inductor and
capacitor are

RI L
dI

dt

Q

C

respectively. Kirchhoff’s voltage law says that the sum of these voltage drops
is equal to the supplied voltage:

L
dI

dt
+RI +

Q

C
= E(t).

Since I = dQ/dt, this equation becomes

L
d2Q

dt2
+R

dQ

dt
+

1

C
Q = E(t)

which is a second-order linear differential equation with constant coefficients.
If the charge Q0 and the current I0 are known at time 0, then we have the
initial conditions

Q(0) = Q0 Q′(0) = I(0) = I0.

229



Multivariable Calculus - Applications of Differential Equations 2019-2020

230



Multivariable Calculus - Series Solutions 2019-2020

17.4 Series Solutions

Example 1. Use power series to solve the equation y′′ + y = 0.
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Example 2. Solve y′′ − 2xy′ + y = 0.
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Index

acceleration vector, 49
arc length, 41
arc length function, 42
auxiliary equation, 213
average value, 115

binormal vector, 46
boundary-value problem, 217
bounded set, 103

center of mass, 145, 166
centroid, 145
chain rule, 83
change of variables, 155, 158
characteristic equation, 213
closed

curve, 175
surface, 202

closed set, 103
complementary equation, 218
component functions, 33, 159
conductivity, 205
connected, 175
conservative vector field, 163
continuous, 67, 69

vector function, 34
coordinate axes

three-dimensional, 1
coordinate planes

three-dimensional, 1
coordinates

three-dimensional, 1
coplanar, 19
critical point, 97
cross product, 16

curl, 185
curvature, 43
cylinder, 28
cylindrical coordinate system, 147

damping constant, 227
definite integral, 40
density, 129
dependent variable, 56
determinant, 16
differentiable, 79
differential, 81, 82
differential equation

second order, 212
direction angles, 13
direction cosines, 13
direction numbers, 21
directional derivative, 89, 92
displacement vector, 5, 15
distance in three dimensions, 3
divergence, 187
divergence theorem, 208
domain, 56
dot product, 11
double integral, 110, 117
double Riemann sum, 110

electric charge, 145
electric field, 162
electric flux, 205
equivalent vectors, 5
expected value, 137
extreme value theorem, 103

first octant, 1
flux, 202
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force field, 162
Fubini’s Theorem, 113, 140
function

of n variables, 63
of three variables, 62
of two variables, 56
vector, 33

fundamental theorem
for line integrals, 174

Gauss’s Law, 205
gradient, 91, 92, 162
graph, 59
gravitational field, 161
Green’s Theorem, 180
grid curves, 192

harmonic functions, 76
heat flow, 205
homogeneous, 212

image, 154
implicit differentiation, 87
increment, 79, 82
independent of path, 175
independent variable, 56
initial point, 5
initial-value problem, 216
inverse transformation, 154
iterated integral, 112

Jacobian, 155, 158
joint density function, 134, 145

Lagrange multiplier, 105, 109
Laplace’s equation, 76
level curves, 59
level surfaces, 63
limit, 64

vector function, 33
line

vector equation, 21
line integral, 164, 167, 169, 172
linear approximation, 79, 82

linear combination, 212
linear equation, 24
linear function, 60
linearization, 79
linearly dependent, 213
linearly independent, 213

magnitude of a vector, 7
mass, 145, 166
maximum

absolute, 97
local, 97

midpoint rule, 112
minimum

absolute, 97
local, 97

moment, 130, 145
of inertia, 133, 145

Newton’s Second Law of Motion, 51
nonhomogeneous, 212
normal line, 96
normal plane, 47
normal vector, 23

octacts, 1
one-to-one, 154
open, 175
orientation, 202
oriented surface, 202
orthogonal vectors, 12
osculating circle, 47
osculating plane, 47

parametric equations, 34, 191
parametric surface, 191
parametrizations, 41
partial derivative, 70
piecewise-smooth curve, 165
plane

parallel, 25
scalar equation, 23
vector equation, 23

polar rectangle, 125
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polynomial, 67
position vector, 6
positive orientation, 180, 202, 206
potential function, 163
projections, 1

quadric surface, 29

radius of gyration, 134
range, 56
rational function, 67
reparametrization, 42
resultant force, 10
right-hand rule, 1
rulings, 28

saddle point, 98
sample points, 110, 140
scalar fields, 159
scalar projection, 14
scalar triple product, 19
second derivative, 38
second derivative test, 98
second partial derivative, 75
simple curve, 176
simple harmonic motion, 225
simple solid region, 208
simply-connected region, 176
skew lines, 23
smooth

curve, 43
reparametrization, 43
surface, 195

space curve, 34
speed, 49
spherical coordinates, 150
standard basis vectors, 8
Stokes’ theorem, 206
surface area, 138, 196
surface integral, 199, 202
symmetric equations, 21

tangent line, 37
tangent plane, 78, 95, 195

tangent vector, 37
terminal point, 5
three-dimensional coordinates, 1
torque, 20
traces, 28
transformation, 154

inverse, 154
triple integral, 140
triple Riemann sum, 140
twisted cubic, 36
type 1 region, 141
type 2 region, 142
type 3 region, 143
type I region, 117
type II region, 118

unit normal vector, 46
unit tangent vector, 37
unit vector, 9

variation of parameters, 223
vector, 5

addition, 5
components, 6
difference, 5
magnitude, 7
negative, 5
orthogonal, 12
parallel, 5
properties, 8
representation, 6
scalar multiplication, 5

vector field, 159
vector function, 33
vector projection, 14
velocity field, 161
velocity vector, 49

wave equation, 77
wind-chill index, 57
work, 15, 172

zero vector, 5
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